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The title of this thesis is “Characterizing Quantum Devices Using the Principles of Quantum

Information”, named after the NSTGRO fellowship of the same name. As with any work, the focus

has become more clear after the fact. The structure is roughly as follows:

(1) Quantum computation.

(2) Quantum metrology.

(3) Quantum characterization.

This thesis outlines work pertaining to the development and characterization of quantum de-

vices. The suggested methodologies borrow ideas and rely on techniques from quantum information

theory. Importantly, this thesis is meant to be a thesis on theoretical physics, rather than mathe-

matics or computer science, and so we hope that the reader is able to glean physical intuition from

this work.

Arguably the most important question in recent years is “Is this a quantum computer?” This

answer, in all of its various realizations, is the prerogative and impetus of the field of quantum

characterization, verification and validation (QCVV). We will generalize this question to “Is this

a quantum device,” provide theoretical motivation for a number of interesting experiments, and

develop theories that we hope provide new insights into the field and have the potential to lead to

further advancements in quantum technology.

Specifically, seven projects are discussed: developing single-site rotations in a Penning trap as

a scalable mode of quantum computation, enabling large-scale quantum optimization in a neutral

atom trap, benchmarking quantum computers with a quantum error detecting code, bounding

the integrated quantum Fisher information for metrological protocols, developing the theory of
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reservoir computing with stochastic reservoirs, rigorously deriving a theory of direct randomized

benchmarking and understanding the impact of Markovian errors in random circuits.

The first two projects are experimental collaborations working towards quantum computation

with hundreds of qubits. In recent years quantum devices appear poised to break the hundred qubit

mark, with varying levels of control and fidelity. Surely there is much work to be done in developing

these technologies if we want to perform genuine quantum computation, but the demonstration of

control over a large number of quantum degrees of freedom is, in itself, a marvel of engineering and

demonstrates a growth of our mastery of physics. In these two projects, we propose a new method

of single-qubit control in an ion trap which routinely has hundreds of qubits, and investigate the

impact of measurement rate of neutral atom traps on our ability to execute quantum algorithms.

The next three projects work towards developing techniques to demonstrate genuine quantum

information theoretic phenomena. The first work is simple, but was done at a time when many

results were coming out suggesting the demonstration of fault tolerance, when they were instead

implementing fault tolerant circuits, above threshold. We propose a simple Bacon-Shor code, over

a family of circuits, that should be easy to implement on existing hardware, with current error

rates, that should give a clear demonstration of actual fault-tolerance - a break-even of the logical

error rate and physical error rate. While quantum computation has stolen the scene, quantum

metrology has already been demonstrated to provide significant improvement over classical methods,

if only in the context of scientific experiments. In particular, the probing of quantum gravitational

effects and dark matter are only enabled by considering quantum devices. We first explore an

application of sensing that relates to both dark matter detection and quantum computation, and

then consider a theoretical investigation of a computational technique that may be able to leverage

these metrological advantages.

Finally, the last two chapters work towards the more general goal of characterizing quantum

circuits. Despite significant research into the characterization of quantum states and gates, it is

relatively poorly understood how errors impact the performance of structured circuits such as those

used in error correction. By using techniques from the theory of randomized benchmarking we first
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establish an extremely general result about the decay rate of a large class of random circuits, and

then use this result to understand how certain physical error rates impact the success probabilities

of those circuits.

This work was done in collaboration with others. With the exception of the last chapter, all

chapters have included with them a reference to the published article or preprint. The sections of

these papers that were done primarily by another author have been elided from this document. The

interested reader should refer to the referenced works to see the elided results.

Finally, this work was supported by a variety of funding agencies that I would like to acknowl-

edge support from. This work was supported by a NASA Space Technology Graduate Research Op-

portunity award, the U.S. Department of Energy, Office of Science, National Quantum Information

Science Research Centers, Quantum Systems Accelerator (QSA), the Defense Advanced Research

Projects Agency (DARPA) under Contract No. HR001120C0068, the U.S. Department of Energy,

Office of Science, Office of Advanced Scientific Computing Research, Quantum Testbed Pathfinder,

the Office of the Director of National Intelligence (ODNI), Intelligence Advanced Research Projects

Activity (IARPA), the NSF JILA PFC grant 1734006 and NSF award DMR-1747426.
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Figure

1 “A Quantum Computer in the Style of Van Gogh” - DALL·E 2 . . . . . . . . . . . . 1

1.1 (a) Ions in a Penning trap. The ions are axially confined by a set of cylindrical

electrodes and rotate with frequency ω. In the presence of a strong magnetic field B⃗

along the ẑ direction, the induced Lorentz force radially confines the ions. A moving

1D optical lattice formed by interfering two beams with angular frequencies ωodf

and ωodf + µ respectively, generates an optical dipole force. (b) Imprinting a phase

pattern with a DM. By reflecting one of the laser beams off of a deformable mirror

(grey) surface, we can imprint a phase pattern on the wavefront (blue) of δu(xL, zL),

where xL, yL and zL are the beam-centric coordinates. The phase pattern δu(xL, zL)

can be decomposed into a basis of Zernike polynomials. (c) To generate a distortion

δ(x, y) at the ion crystal, one must generate a distortion in the upper beam given by

δu(xL, zL) ≡ δ[x, zL/ sin θ] with θ the angle between the beam propagation direction

and the y−axis. The ions (blue) are at z = 0. . . . . . . . . . . . . . . . . . . . . . . 6
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1.2 (a) Error from the Rotating Wave Approximation. Starting in the state

|ψ(0)⟩ = 1√
2
(|↑⟩ + |↓⟩), we plot ⟨σX⟩ as a function of time under evolution by

Eq. (1.37) with µ = ω and δ(ρ, ϕ) = Aρ cos (ϕ) for A = 0.25, and different val-

ues of ω at (ρ, ϕ) = (1, 0). These expectation values are compared with those coming

from the rotating wave approximation given by Eq. (1.13) with m = 1. We see that
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time. Choosing ω = 2π × 43.8 kHz results in most of the infidelities being larger
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infidelity is decreased to smaller than 3× 10−3(orange). By sampling many different

values of evolution time, we can be confident that the infidelity contributed by the

RWA for arbitrary angles of rotation are sufficiently small for high-fidelity generation
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6.1 An illustration (adapted from [167]) comparing the varied-length random circuits

used in the standard RB protocol of Magesan et al. [154, 155] (“Clifford group RB”)

and the streamlined direct RB protocol that was introduced in [167] and that we
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shown here is when that gate set is a set of Clifford gates (cnot, Hadamard, and the

phase gate) that generate the n-qubit Clifford group. The circuits of direct RB can

be shallower than those of Clifford group RB (e.g., consider the case of d = 0 in each

circuit), allowing for RB on more qubits. . . . . . . . . . . . . . . . . . . . . . . . . . 88



xxiii

6.2 Simulated n-qubit direct RB and Clifford group RB for n = 2, 4, 6, . . . , 14. Here,

direct RB is benchmarking n-qubit gates that consist of a single layer of parallel

one- and two-qubit gates. Clifford group RB is benchmarking the n-qubit Clifford

group generated out of these layers. In this simulation, an imperfect n-qubit layer

is modelled by the perfect unitary followed by independent uniform depolarization

on each qubit at a rate of 0.1%. The points and violin plots are the means and the

distributions of the estimated circuit success probabilities versus benchmark depth

(d), respectively, and the lines are fits of the means to Sd = A+Bpd. The estimated

RB error rates (r̂), which are reported in the legends, are obtained from the fit

decay rates, using Eq. (6.15). We observe that the direct RB average circuit success

probabilities (Sd) decay exponentially for all n, and that the direct RB error rate is

given by r̂ ≈ 1−(1−0.001)n ≈ n×0.001. Direct RB is therefore accurately estimating

the error rate of the n-qubit gates it is benchmarking. The Clifford group RB error

rate grows very quickly with n—as it is benchmarking the n-qubit Clifford group,
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Chapter 1

Individual qubit addressing of rotating ion crystals in a Penning trap [1]

1.1 Abstract

Trapped ions boast long coherence times and excellent gate fidelities, making them a useful

platform for quantum information processing. Penning traps offer the possibility of trapping large

two-dimensional crystals of several hundred ions. The ions are confined by controlling the rotation

of the ion crystal in the presence of a strong magnetic field. However, the rotation of the ion crystal

makes single ion addressability a significant challenge. We propose a protocol that takes advantage

of a deformable mirror to introduce AC Stark shift patterns that are static in the rotating frame

of the crystal. Through numerical simulations we validate the potential of this protocol to perform

high-fidelity single-ion gates in crystalline arrays of hundreds of ions.

1.2 Introduction

Ions confined in RF traps are one of the leading platforms for quantum information processing

[2–5]. They hold the record for the highest fidelity entangling gates [6–10], and have exceptional

coherence times [11]. However, scaling to larger numbers of ion qubits, potentially solved by photonic

interconnects between Paul traps [12], or by shuttling ions in the quantum charge-coupled device

(QCCD) architecture [2], remains a key challenge. In this work, we consider Penning ion traps

which offer the possibility of quantum information processing with samples of as many as 500

trapped ions self-assembled in a large two-dimensional (2D) Coulomb crystal. They use a set of

cylindrical electrodes and static voltages to generate axial confinement. The radial confinement is
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provided by the Lorentz force experienced by the ions as they undergo a controlled rotation about

the trap symmetry axis in the presence of a strong axial magnetic field, typically generated by a

superconducting magnet [see Fig. 1.1a]. Following the standard approach of encoding a qubit in

two internal levels of the ions, Penning traps have the potential to perform quantum information

processing with hundreds of qubits. These qubits typically have transition frequencies from 10’s to

100 GHz, making microwaves suitable for global addressing [13]. We note that other ion trapping

technologies also allow for the generation of 2D crystals of ions. For instance, it is possible to use the

radial degree of a freedom in a Paul trap, or to introduce arrays of closely spaced individual traps

[14–17]. To date the number of ions used for quantum information processing in these experiments

has been modest (< 20).

Two-qubit gates for entangling the ions in Penning traps have been engineered via spin-

dependent optical dipole forces [18]. These forces are generated by interfering two lasers with a

difference frequency (sometimes called the beatnote) adjusted to excite phonons in the crystal [see

Fig. 1.1a]. Virtual excitation of the center-of-mass mode, for example, generates collective spin-spin

interactions across the ion array.

Single-site rotations along with global rotations and a global entangling operation form a

universal set of operations for quantum computation—that is, they can be used to implement every

unitary operation [19]. Thus, an important step in enabling general quantum information processing

in a Penning trap is the ability to perform individual-qubit rotations.

A well-known technique for introducing single-site qubit rotations with one-dimensional (1D)

ion strings is through AC Stark shifts with off-resonant, focused laser beams [20]. AC Stark shifts

produce σZ rotations, which can be turned into more general rotations through the application of

global rotations.

The analogous implementation of variable AC Stark shifts in a Penning trap is feasible, but

requires introducing focused co-rotating laser beams. The fast rotation frequency used in typical

experiments [21–25], ranging from tens to a few hundred kHz in recent NIST experiments, makes

this task challenging. Variable AC Stark shifts can also be implemented with spatially fixed, focused
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beams directed at the correct radius so that an ion experiences a time-varying AC Stark shift as

it rotates through the off-resonance laser beam. Similarly a fixed, focused pair of laser beams in

a stimulated Raman configuration can be used to generate a spin rotation as an ion qubit passes

through the laser beam waists. However, such approaches would in general require some sequential

addressing of the ions, which is inherently slower than parallel addressing.

Here we propose another path for introducing variable AC Stark shifts that are static in the

rotating frame of the ion crystal by using the same optical dipole force that is used for implementing a

global entangling operation [18, 21]. This can be done by introducing distortions (or, more precisely,

spatially dependent phase offsets) to the wavefront of the optical dipole force while setting the

beatnote frequency to be a multiple of the rotation frequency [see Figs. 1.1b and 1.1c]. As we will

see, a nice feature of this technique is that the rotations of the ions’ spins can be conducted in

parallel.

Spatially dependent wave front deformations can be implemented with a deformable mirror

(DM). DM technology has been under development for many decades, motivated by the desire of

adaptive wavefront control in astronomy [26, 27]. For the application discussed in this article, DMs

with good wavefront control that employ many physically small actuators with fast switching speeds

are desirable. Devices which employ more than 4000 actuators that are 300-micrometer in size

with a mechanical response time of order 50 microseconds are commercially available. Wavefront

control of better than 10 nm has been documented [26]. The surface of the DM can be coated

with aluminum providing good reflectivity down to near ultraviolet wavelengths (< 300 nm). The

technology continues to rapidly develop with anticipated improvements in the actuator size and

speed.

Any wavefront distortion on the unit disk can be decomposed into the basis of Zernike poly-

nomials [28]. Such functions are generally expressible as
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Zmn (ρ, ϕ) =


R

|m|
n (ρ) cos (mϕ), for m ≥ 0,

R
|m|
n (ρ) sin (mϕ), for m < 0,

. (1.1)

Here n ≥ |m|, R|m|
n (ρ) are radial polynomials defined on the unit disk. For example, the first few

Zernike polynomials are

Z0
0 (ρ, ϕ) = 1 (1.2)

Z−1
1 (ρ, ϕ) = 2ρ sin(ϕ) (1.3)

Z1
1 (ρ, ϕ) = 2ρ cos(ϕ). (1.4)

Through the decomposition of wavefront distortions in the basis of Zernike polynomials, we

motivate two protocols in Sec. 1.3 for imprinting an AC Stark shift pattern across the crystal of

ions. A numerical simulation of the protocols is outlined in Sec. 1.4, followed by a discussion of three

primary sources of error in Sec. 1.5. These errors are from ignoring off-resonant terms, considering

a finite number of Zernike polynomials, and applying distortions that are too large. However, in

Sec. 3.5 we show with numerics that the errors can be controlled to have maximum infidelities as

small as 10−3. In particular, we demonstrate the faithful reconstruction of an annulus, an elliptical

Gaussian, and a displaced Gaussian using parameters that are representative of typical Penning trap

conditions [18, 21, 22]. The annulus and elliptical Gaussian patterns produce initial states that are

interesting for quantum simulation. For example, both patterns are 2D analogs of a domain wall,

and might allow us to study non-trivial spin transport phenomena [29]. The displaced Gaussian

is chosen to rotate a single qubit in the crystal. The high-fidelity reconstructions suggest that our

protocol provides a path forward for implementing high-fidelity single- and multi-site qubit rotations

in a Penning trap.
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(a) (b) (c)

Figure 1.1: (a) Ions in a Penning trap. The ions are axially confined by a set of cylindrical
electrodes and rotate with frequency ω. In the presence of a strong magnetic field B⃗ along the ẑ
direction, the induced Lorentz force radially confines the ions. A moving 1D optical lattice formed
by interfering two beams with angular frequencies ωodf and ωodf + µ respectively, generates an
optical dipole force. (b) Imprinting a phase pattern with a DM. By reflecting one of the laser
beams off of a deformable mirror (grey) surface, we can imprint a phase pattern on the wavefront
(blue) of δu(xL, zL), where xL, yL and zL are the beam-centric coordinates. The phase pattern
δu(xL, zL) can be decomposed into a basis of Zernike polynomials. (c) To generate a distortion
δ(x, y) at the ion crystal, one must generate a distortion in the upper beam given by
δu(xL, zL) ≡ δ[x, zL/ sin θ] with θ the angle between the beam propagation direction and the
y−axis. The ions (blue) are at z = 0.
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1.3 Experimental Set-up and Protocols

In a Penning trap, a system of N ions is confined axially by voltages applied to a set of

cylindrically symmetric electrodes. Radial confinement is implemented by the Lorentz force ex-

perienced by the ions as they rotate around the trap symmetry axis in the presence of a static

B0ẑ field [see Fig. 1.1a]. The ion crystal rotation frequency is precisely controlled by a rotat-

ing electric field [30]. In work at NIST [18, 21, 22], the 2S1/2 ground-state valence electron spin

|↑⟩ ≡ |mJ = +1/2⟩ (|↓⟩ ≡ |mJ = −1/2⟩) in each trapped 9Be+ ion encodes a spin-1/2 degree of free-

dom, which can be globally controlled by external microwaves resonant with the 124 GHz frequency

splitting of the electronic spin states in the B0 = 4.5 T magnetic field of the trap.

In a frame rotating with the ion crystal, the motion of the ions can be decomposed into

in-plane modes, which describe ion motion in the plane of the ion crystal, and axial or drumhead

modes, which describe ion motion transverse to the plane. For performing quantum simulations [18,

21, 22], the drumhead modes are coupled to the spin degree of freedom by a spin-dependent optical

dipole force (ODF) produced by a pair of off-resonant laser beams far detuned from the nearest

optical transitions. The beams generate a 1D traveling-wave lattice potential at a frequency µ [see

Fig. 1.1a]. The system can be well described by the Hamiltonian

ĤODF/ℏ = U
∑
i

cos (δkẑi − µt+ ψ)σ̂Zi . (1.5)

Here U is the zero-to-peak AC Stark shift, δk the wave vector of the moving lattice potential, and

ψ is an initial phase. For clarity, we will use capital letters to denote directions in spin space, e.g.,

σ̂Z , and lowercase letters to denote directions in real space, e.g., ẑ.

In what follows we show how we can modify the ODF interaction in Eq. (1.5) to introduce an

AC Stark shift pattern that is static in the rotating frame of the crystal through the introduction

of wave front deformations. We assume Eq. (1.5) does not excite spin-dependent motion, which is

reasonable if µ is far off-resonant with any modes.

It is convenient to assume that without a DM the two ODF beams have flat wavefronts. Then

position-dependent phase offsets (or wavefront distortions) δ(x, y) can be implemented in Eq. (1.5)
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with a single DM that is inserted into one of the ODF laser beam lines, say the upper beam. The

DM generates a position-dependent phase offset δu(xL, zL) where xL, zL are the distances from

the center of the beam in a coordinate system perpendicular to the k-vector of the laser beam

[beam-centric coordinates, see Figs. 1.1b and 1.1c]. We can choose the xL coordinate in the upper

beam-centric coordinate system to be the same as the laboratory frame x coordinate (xL = x) at the

single-plane crystal. Because the ODF beam crosses the ion crystal with an angle θ, an ion located

at the laboratory frame coordinates (x, y) samples the DM generated phase offset δu(x, y sin θ).

Therefore, to generate a wavefront offset pattern δ(x, y) at the ion crystal requires generating a

wavefront pattern in the upper beam given by δu(xL, zL) ≡ δ(xL, zL/ sin (θ)). In general, the DM

will be located at some distance from the ion crystal and an optical imaging set-up is required to

image the DM surface to the ion crystal with different demagnification ratios in the zL and xL

directions.

Suppose, as sketched in the previous paragraph, we introduce waveform deformations to the

1D optical-dipole lattice potential [Eq. (1.5)] so that the interaction is described by

ĤODF/ℏ = U
∑
i

cos (δkẑi − µt+ ψ + δ(xi, yi))σ̂
Z
i . (1.6)

Here xi = ρi cos [ϕ
lab
i (t)] and yi = ρi sin [ϕ

lab
i (t)] are the laboratory frame coordinates of ion i in the

z = 0 plane, and δ(x, y) is a local phase shift that describes the distortions of the optical dipole

force wavefronts. The azimuthal angle in the laboratory frame is related to the azimuthal angle in

the rotating frame by ϕlab
i = ϕi − ωt where ϕi is independent of time for a stable crystal and ω is

the ion crystal rotation frequency.

Our goal is to employ wave front deformations δ(x, y) described in Eq. (1.6) to generate an

effective Hamiltonian given by

ĤEFF /ℏ = U
∑
i

F (ρi, ϕi)σ̂
Z
i . (1.7)

Here F describes an AC Stark shift pattern that is static in the rotating frame of the crystal.

To do this, we will consider two different protocols with slightly different choices of δ(x, y). Before
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introducing these choices, we motivate a convenient decomposition of F (ρ, ϕ) by expanding in terms

of Zernike polynomials, as described in Eq. (1.1). This gives a decomposition of the form

F (ρ, ϕ) =

∞∑
n=0

∞∑
m=−∞

Acmn Z
m
n (ρ, ϕ)

=
∞∑

n,m=0

ARmn (ρ)
(
cmn cos (mϕ) + c−mn sin (mϕ)

)
=

∞∑
m=0

APm(ρ) cos (mϕ) +AQm(ρ) sin (mϕ), (1.8)

where we includedA as an overall amplitude scaling of the pattern F (ρ, ϕ), and set max[F (ρ, ϕ)]/A =

1.0, which provides a normalization condition for the cmn . The radial functions Pm(ρ) and Qm(ρ)

are weighted sums of the appropriate R|m|
n (ρ) for n ≥ |m|. Specifically, in expanding F (ρ, ϕ) in this

way, we gathered all terms with the same cos (mϕ) or sin (mϕ) azimuthal dependence.

We explore using the deformable mirror to generate each term in the sum of Eq. (1.8). Because

F in Eq. (1.7) can, in general, have arbitrarily high spatial frequency components (and the protocols

we consider necessarily generate AC Stark shifts up to some maximum order mmax) truncation error

will be introduced by considering a finite number of terms in Eq. (1.8). This error will be considered

in Secs. 1.5 and 3.5 where we carry out a numerical analysis.

We first consider generating an AC Stark shift pattern proportional to the term

APm(ρ) cos (mϕ) (1.9)

in Eq. (1.8). Suppose the DM is set to generate a distortion in Eq. (1.6) of the form

δ̃(ρ, ϕlab) = δme (ρ) cos (mϕlab). (1.10)

We now set ẑi = 0 (the ions are located in the z = 0 plane) and substitute ϕlab
i = ϕi − ωt. Then

Eq. (1.6) can be written

ĤODF/ℏ =
U

2

∑
i

{
ei[−µt+ψ+δ̃(ρ,ϕi−ωt)] + c.c

}
σ̂Zi . (1.11)
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The phase modulation term can be expanded in terms of Bessel functions, using the Jacobi–Anger

expansion [eiz cos θ =
∑∞

ℓ=−∞ iℓJℓ(z)e
iℓθ],

ĤODF/ℏ =
U

2

∑
i

{
ei[−µt+ψ]

∞∑
ℓ=−∞

iℓJℓ[δ
m
e (ρi)]e

iℓ(mϕi−mωt) + c.c.
}
σ̂Zi . (1.12)

By setting µ = mω only the ℓ = −1 term is static in the rotating frame. All other terms are rapidly

oscillating and can be ignored. It is also possible to get static terms by choosing µ to be a higher

integer multiple of mω. However, these terms will be scaled by a higher-order Bessel function, and

therefore produce a smaller static AC Stark shift, assuming sufficiently small arguments δme (ρi).

Furthermore, we will show in Sec. 1.5.1 and Appendix A that the contribution of the fast rotating

terms is exactly zero if we choose to apply HODF for a duration T satisfying ωT = 2πr, with r an

integer value.

After some algebra we obtain,

ĤODF/ℏ ≈ U
∑
i

J1[δ
m
e (ρi)] sin (mϕi − ψ)σ̂Zi . (1.13)

Therefore by choosing a distortion of the form

δme (ρ) = J−1
1 (

A

2
Pm(ρ)), (1.14)

Eq. (1.6), under the approximations discussed above, reduces to

ĤODF/ℏ ≈ U

2

∑
i

APm(ρi) sin (mϕi − ψ)σ̂Zi . (1.15)

With ψ = −π/2 this is exactly the targeted AC Stark shift pattern of Eq. (1.9) (up to a factor of

1/2 which we introduce for convenience as we will discuss later).

In Eq. (1.14), we denote the choice of the wave front pattern described by J−1
1 [A2 P

m(ρ)] rather

than A
2 P

m(ρ) as precompensation. Precompensation is always possible as long as |A2 Pm(ρ)| ≲ 0.58,

where 0.58 is the approximate maximum value that the J1 Bessel function can take. This condition

is always possible to satisfy by choosing A small enough in Eq. (1.14). Note that this limits the

phase offset δme (ρ) to be |δme (ρ)| ≤ 1.84.
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An identical derivation for odd Zernike polynomials reveals that a deformation of the form,

δ(ρ, ϕlab) = J−1
1 (

A

2
Qm(ρ)) sin (mϕlab) (1.16)

gives,

ĤODF/ℏ ≈ −U
2

∑
i

AQm(ρi) cos (mϕi − ψ)σ̂Zi . (1.17)

Additionally, for m = 0 corresponding to a circularly symmetric pattern, Eq. (1.11) reduces to

ĤODF/ℏ = U
∑
i

cos (δ0e(ρi) + ψ)σ̂Zi , (1.18)

so that choosing δ0e(ρ) = cos−1[AP 0(ρ)] − ψ for the m = 0 terms reproduces the desired phase

pattern Eq. (1.9). By sequentially setting the DM to generate each even [APm(ρ) cos (mϕ)] and

odd [AQm(ρ) sin (mϕ)] term in Eq. (1.8) for each m, the above derivation shows that one can apply

any AC Stark shift pattern F (ρ, ϕ) [see Eq. (1.8)]. However, sequential application can take a long

time if there are many terms and the reset time of the DM is slow. Thus, it would be good to have

a technique for applying all azimuthal phase patterns in parallel.

Applying in parallel means applying even and odd orders at the same time and applying

different beat note frequencies at the same time. First, we show that we can apply both even and

odd terms simultaneously, by considering a distortion of the form

δ(ρ, ϕlab) = δme (ρ) cos (mϕlab) + δmo (ρ) sin (mϕlab) . (1.19)

Using the Jacobi-Anger expansion, and setting µ = mω, we find

ĤODF/ℏ =
U

2

∑
i

(
ei(−µt+ψ) exp{(i[δme (ρi) cos(mϕi −mωt) + δmo (ρi) sin(mϕi −mωt)])}+ c.c.

)
σ̂Zi ,

(1.20)

ĤODF/ℏ =
U

2

∑
i

(
ei(−µt+ψ)

∞∑
a=−∞

∞∑
b=−∞

iaJa(δ
m
e (ρi))Jb[δ

m
o (ρi)]e

i[(a+b)(mϕi−mωt)] + c.c.
)
σ̂Zi , (1.21)
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Neglecting the fast rotating terms or operating with application times T where ωT = 2πr with r

an integer value (a condition at which the contribution of all non-static terms vanish), we obtain

ĤODF/ℏ ≈ U
∑
i

( ∑
a+b=−1
a,b∈Z

Ja[δ
m
e (ρi)]Jb[δ

m
o (ρi)] cos (a

π

2
−mϕi + ψ)

)
σ̂Zi . (1.22)

For a = −1, and δmo (ρ) = 0, this agrees with the expression in Eq. (1.13) ,

ĤODF/ℏ ≈ U
∑
i

J−1(δ
m
e (ρi)) cos (−

π

2
−mϕi + ψ)σ̂Zi

= U
∑
i

J1(δ
m
e (ρi)) sin (mϕi − ψ)σ̂Zi .

(1.23)

However, for both δme (ρ) and δmo (ρ) non-zero, there are now terms given by higher-order Bessel

functions that are static and non-zero.

ĤODF/ℏ ≈ U
∑
i

(
J1(δ

m
e (ρi))J0(δ

m
o (ρi)) sin(mϕi − ψ) (1.24)

−J1(δmo (ρi))J0(δ
m
e (ρi)) cos (mϕi − ψ) + (1.25)

J1(δ
m
e (ρi))J2(δ

m
o (ρi)) sin (mϕi − ψ) (1.26)

−J2(δme (ρi))J1(δ
m
o (ρi)) cos (mϕi − ψ)− . . .

)
σ̂Zi .

Fortunately, for small arguments, Jℓ(x) ≈ 1
ℓ!(

x
2 )
n and J0(x) ≈ 1 − (x2 )

2, so that if we can

choose δme (ρi) = APm(ρi) and δmo (ρi) = AQm(ρi) to be small (by choosing A to be small), the first

two terms will reduce to the desired results [Eqs. (1.15) and (1.17)]. Note that we introduced the

factor of 1/2 in the precompensation step [Eqs. (1.14) and (1.16)] to make the outcome of the serial

and parallel protocols the same. The remaining terms will also be made small. Explicitly,

ĤODF/ℏ ≈ U

2

∑
i

(
APm(ρi) sin(mϕi − ψ)−AQm(ρi) cos (mϕi − ψ)) +O(A2)

)
σ̂Zi . (1.27)

To first order in the arguments of the Bessel function, we see the even (APm(ρ) cos (mϕ)) and

odd (AQm(ρ) sin (mϕ)) terms in Eq. (1.8) can be treated additively, and the Hamiltonian considered

in Eq. (1.20) can be used to apply both the even and odd m components in parallel.
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A similar analysis can be applied to show that it is possible to apply all different orders m at

the same time. For instance, consider the simplified case of two different nonzero even orders, m1

and m2, and suppose we set the beatnote frequency to µ = m1ω. Then our wavefront deformation

is given by

δ(ρ, ϕlab) = APm1(ρ) cos (m1ϕ
lab) +APm2(ρ) cos (m2ϕ

lab) (1.28)

and our Hamiltonian is

ĤODF/ℏ = (1.29)

U

2

∑
i

(
ei(−µt+ψ) exp{(i[APm1(ρi) cos(m1ϕi −m1ωt) +APm2(ρi) cos(m2ϕi −m2ωt)}]) + c.c.

)
σ̂Zi ,

ĤODF/ℏ = (1.30)

U

2

∑
i

(
ei(−µt+ψ)

∞∑
a=−∞

∞∑
b=−∞

ia+bJa(AP
m1(ρi))Jb(AP

m2(ρi))e
i(a(m1ϕi−m1ωt)+b(m2ϕi−m2ωt))+c.c.

)
σ̂Zi

As before, neglecting the fast rotating terms, or operating with application times T where ωT is a

positive integer multiple of 2π (a condition at which all non-static terms vanish) we get

ĤODF/ℏ ≈ U
∑
i

( ∑
am1+bm2=−m1

a,b∈Z

Ja(AP
m1(ρi))Jb(AP

m2(ρi)) cos ((a+ b)
π

2
−m1ϕi + ψ)

)
σ̂Zi .

(1.31)

The lowest order terms occur when a = −1 and b = 0, resulting in

ĤODF/ℏ ≈ U

2

∑
i

(
APm1(ρi) sin (m1ϕi − ψ) +O(A2) . . .

)
σ̂Zi . (1.32)

For small A this is approximately the desired AC Stark shift pattern. If we set the ODF beatnote

µ = m2ω we select an AC Stark shift pattern described by the second term in Eq. (1.28).
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When considering terms with m = 0 and setting ψ = −π/2, the leading order contribution

is instead UAP 0(ρi), so that there is an additional factor of 2 multiplying the radial polynomial.

Note that the precompensation for m = 0 [see Eq. (1.18)] was chosen to also make the outcome of

the serial and parallel protocols the same.

The above analyses support two experimental procedures for generating an AC Stark shift

pattern F (ρ, ϕ) that is static in the rotating frame of the crystal. The first is sequential: for

a phase pattern with terms of at most order mmax, we sequentially set the DM to 2mmax + 1

different azimuthal phase patterns, applying the appropriate beatnote frequency at each step and

the corresponding precompensation in the applied waveform. This has the advantage of allowing

for larger amplitudes A and higher accuracy.

The second procedure is a parallel application: we set the DM once to a phase pattern

proportional to F (ρ, ϕ) at the ion crystal, and simultaneously (or in rapid succession) apply all

beatnote frequencies µm = mω, for 0 ≤ m ≤ mmax. The beatnote at µm will imprint an AC Stark

shift in the rotating frame of the ions proportional to Pm(ρ) cos(mϕ)+Qm(ρ) sin(mϕ), rotating the

ion’s spins according to the mth-order component of F (ρ, ϕ). This has the benefit of being faster

if the pattern has a large number of frequency components, but at the cost of lower accuracy and

requiring smaller amplitudes. We note that small amplitudes [i.e., A in Eq. (1.8) or δ in Eq. (1.6)]

can be offset through the use of large U or long application durations T .

1.4 Numerical Simulation

In this section we outline a numerical study whose results are presented in Secs. 1.5 and 3.5

for preparing arbitrary qubit rotation profiles, F (ρ, ϕ), across the crystal. In the work that follows,

we set U = 2π× 10 kHz and ω = 2π× 180 kHz, which are typical experimental parameters [21, 22].

Our goal will be to prepare the ions in the state

|ψ(T )⟩ =
⊗
i

e−iUF (ρi,ϕi)T σ̂
i
Z |+⟩i , (1.33)

where T is the gate duration.
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First, we will prepare all of the ions in the |+⟩ = 1√
2
(|↑⟩+ |↓⟩) state, which can be easily done

by preparing all ions in |↓⟩ and then applying a global rotation around the Y axis. We will then

determine a maximum m and n, based on the desired fidelity of the state preparation, such that we

approximately reconstruct F as F̃ , using only Znm for all |m| ≤ mmax and n ≤ nmax. Writing αmn

for the coefficients of F in the Zernike basis, we have

F = A
∑

−n≤m≤n
0≤n≤∞

αmn Z
m
n ≈ A

∑
−mmax≤m≤mmax

0≤n≤nmax

αmn Z
m
n = F̃ . (1.34)

Experimentally, nmax could be constrained by the available resolution of the deformable mirror—

since an nth order polynomial is determined by n + 1 points, a mirror with N actuators in a

dimension can only hope to parametrize a family of polynomials of degree N −1. In our analysis we

will assume that the DM has a sufficiently large number of actuators and prioritize minimizingmmax,

which sets the number of terms in the decomposition of F [see Eq. (1.8)] that will be included in

the reconstruction F̃ . Larger mmax in general requires a longer gate duration or higher laser power.

As discussed in Sec. 1.3, there are two ways to apply the full phase pattern—sequentially,

and in parallel. In the analysis that follows we will consider both of these approaches. Although

in principle one could consider using these techniques to apply arbitrary qubit rotations, for the

purposes of assessing the performance of our protocols we consider the experimentally useful example

of π rotations. That is, in the examples considered in Secs. 1.5 and 3.5 the time evolution will be set

for a time T such that in the final state |ψ(T )⟩ the ion located at the maximum of the phase-pattern

F will be rotated by π radians in the XY -plane.

1.5 Sources of Error

We will now discuss three sources of error that can occur in the protocols described in Sec. 1.3.

To quantify the error and to analyze the performance of our protocol we will use the single-spin

infidelity

Ij = 1− | ⟨Pjψ̃(T )|Pjψ(T )⟩ |2, (1.35)
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where Pj traces out all but the jth ion. The quantity Ij is the infidelity of spin j in the simulated state

|ψ̃(T )⟩ with respect to the target state |ψ(T )⟩. State-of-the-art quantum information processing

platforms often have single-qubit gate infidelities of 10−3 – 10−2[31, 32] or less, and so this will be

the standard of comparison in our analysis. While trapped ion computers often have substantially

better single-qubit infidelities [6, 7, 33], our goal here is to demonstrate that Penning traps are a

compelling candidate for quantum information processing, for which it is sufficient to study these

larger infidelities.

1.5.1 Rotating Wave Approximation

The first type of error comes from the rotating wave approximation, where we ignore the

rapidly oscillating terms in Eq. (1.12). As we will show below these errors nevertheless can be

avoided if one chooses the gate duration to be commensurate with the ion crystal rotation frequency:

ωT = 2πr, with r an integer.

As a simple example, we consider a phase pattern with a single angular order m and with an

additional amplitude parameter A that will be chosen sufficiently small so that precompensation is

not necessary. Thus our phase function in Eq. (1.6) is given as

δ(ρ, ϕ) = APm(ρ) cos (mϕ). (1.36)

For our simple Hamiltonian, we can analytically express the expectation value ⟨σX⟩ of the spin after

evolving for time T . Writing f(τ) as the time-dependent coefficient in Eq. (1.12), i.e., ĤODF/ℏ =∑
j fj(t)σ̂

Z
j , and setting µ = mω, we find (for m ̸= 0)

⟨ψ̃(T )|σjX |ψ̃(T )⟩ = cos
(
2

∫ T

0
fj(τ)dτ

)
. (1.37)

We can write ∫ T

0
dτfj(τ) =

∞∑
ℓ=−∞

sj(ℓ), (1.38)
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(a) (b)

Figure 1.2: (a) Error from the Rotating Wave Approximation. Starting in the state
|ψ(0)⟩ = 1√

2
(|↑⟩+ |↓⟩), we plot ⟨σX⟩ as a function of time under evolution by Eq. (1.37) with

µ = ω and δ(ρ, ϕ) = Aρ cos (ϕ) for A = 0.25, and different values of ω at (ρ, ϕ) = (1, 0). These
expectation values are compared with those coming from the rotating wave approximation given
by Eq. (1.13) with m = 1. We see that by increasing the ion rotation frequency from
ω = 2π × 43.8 kHz to ω = 2π × 180 kHz, the correction terms in Eq. (1.40) get suppressed so that
the maximum infidelity is no larger that 10−2. (See Fig. 1.2b). The pink dots mark times that are
positive integer multiples of 2π/43.8kHz where the RWA error vanishes for the slower trap
rotation frequency. (b) Distribution of errors from RWA. Panel (a) samples ⟨σX⟩ at 1000 different
points in time. Panel (b) shows the histogram of the log infidelities between the exact evolution
and evolution under Eq. (1.13) evaluated at the same points in time. Choosing ω = 2π × 43.8 kHz
results in most of the infidelities being larger than 10−2. Increasing the rotation frequency to
ω = 2π × 180 kHz, the maximum infidelity is decreased to smaller than 3× 10−3(orange). By
sampling many different values of evolution time, we can be confident that the infidelity
contributed by the RWA for arbitrary angles of rotation are sufficiently small for high-fidelity
generation of |ψ(T )⟩ [Eq.(1.33)]. Red and blue lines have been added to the red and blue
distributions, respectively, to highlight the mean and median, which are indistinguishable at this
scale.
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where

sj(ℓ) =


UJ1[AP

m(ρj)] sin[mϕj − ψ]T, if ℓ = −1,

4UJℓ[AP
m(ρj)] sin( 1

2
m(ℓ+1)Tω) cos(mℓϕ+ 1

2
[πℓ−m(ℓ+1)Tω]+ψ)

m(ℓ+1)ω if ℓ ̸= −1.

(1.39)

Therefore, if UJℓ[APm(ρj)]/(mω) ≪ 1 then,

⟨ψ̃(T )|σjX |ψ̃(T )⟩ ≈ cos (Θ)− sin (Θ)
∞∑

ℓ=−∞,ℓ ̸=−1

aℓ[T (ℓ+ 1)mω]
U

(ℓ+ 1)mω
, (1.40)

Θ = 2UJ1[AP
m(ρj)] sin[mϕj − ψ]T, (1.41)

for some function an. For m = 0 we have simply that∫ T

0
fj(τ)dτ = U cos [AP 0(ρj) + ψ]T, (1.42)

which has no time-dependent corrections.

As an example, choosing m = 1 and P 1(ρ) = ρ, we will evaluate Eq. (1.37) at the point that

will have the largest infidelity, ρ = 1 and ϕ = 0, with A = 0.25. This choice of A allows us to focus

primarily on effects from the RWA, and ignore the other sources of error discussed below. This

gives superimposed oscillations around a cosinuisoidal evolution, with corrections proportional to

U
mω . Thus, by increasing ω for fixed U , the RWA becomes more accurate. This is shown in Fig. 1.2a,

where the evolution is sampled at 1000 points in time. As ω is increased from 2π× 43.8 kHz (blue)

to 2π × 180 kHz (orange), the oscillations become smaller. We see that the ion completes a full π

rotation in nearly 200 µs, as expected from Eq. (1.13). Additionally, we see that at evolution times

that are positive integer multiples of 2π/ω the difference between the exact evolution and the RWA

is zero [see pink points in Fig. (1.2)]. This can be seen in Eq. (1.39), as the terms with n ̸= −1 are

zero at these points. See also Appendix A for a more generic case. In Sec. 3.5 we choose evolution

times that take advantage of this fact. Note that for this simple case the fast-rotating terms also

vanish at T = π/ω.

Figure 1.2b shows a histogram of the log infidelity obtained at the different evolution times

sampled in Fig. 1.2a. By increasing the rotation frequency from 2π×43.8 kHz (blue) to 2π×180 kHz

(orange), the maximum single-spin infidelity is decreased from approximately 5× 10−2 to 3× 10−3.
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This implies that setting ω = 2π × 180 kHz is sufficient for obtaining infidelities of 3 × 10−3 or

smaller.

1.5.2 Truncation

The second source of error comes from the fact that in practice we apply a finite number of

beatnote frequencies, truncating the basis expansion at finite order. This will produce imperfect

reconstructions of the desired phase pattern. While choosing finite nmax is also a possible source of

error, as discussed earlier we choose nmax large enough that it is not the limiting factor—effectively

assuming that the DM has enough actuators to give good resolution.

The Zernike polynomials form an orthogonal set of polynomials on the disk, D, and therefore

arbitrary functions can be decomposed into these polynomials. The inner product on the space of

functions on the disk is given by:

⟨F,G⟩ =
∫
D
ρdρdθF ·G (1.43)

We can write the coefficients of F from Sec. 1.4 as

αmn =
2n+ 2

ϵmπ
⟨F
A
,Zmn ⟩, (1.44)

where ϵm is 2 if m = 0, and 1 otherwise. The prefactor in Eq. (1.44) is due to the fact that the

polynomials are not normalized,

⟨Zmn (ρ, ϕ)Zm
′

n′ (ρ, ϕ)⟩ = ϵmπ

2n+ 2
δn,n′δm,m′ . (1.45)

Truncating the number of terms we include will give us a different phase function, F̃ , from

which we can define the error from truncation as

E = maxD(|F − F̃ |/A). (1.46)

Note that max[F (ρ, ϕ)] = A [see discussion after Eq. (1.8)], so E is the truncation error normalized

to the maximum value of F .
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The amount that this truncation contributes to the infidelity will vary depending on the

particular phase function F being considered, as we will see in Sec. 3.5. Here, to provide a rough

estimate, we consider the maximum single-spin infidelity ε across the crystal, defined as

ε = maxj(Ij)

= maxj(1− | ⟨Pjψ̃(T )|Pjψ(T )⟩ |2)

≈ maxj

(
1−

∣∣∣1− 1

2

(
UAT [F (ρj , ϕj)− F̃ (ρj , ϕj)]/A

)2∣∣∣2)
≈ EUAT )2, (1.47)

where Pj traces out all but the jth ion.

We consider rotations where the ion located at the maximum of F is rotated by π radians,

corresponding to UAT = π/2. An infidelity requirement of ε, therefore, in general necessitates a

truncation error E ⪅ 2
π

√
ε. For an infidelity requirement of 10−2 (10−3) the maximum truncation

error should be less than 0.064 (0.02).

1.5.3 Linear Approximation

The final source of infidelity, which is only relevant for the parallel application discussed in

Sec. 1.3, is in assuming that A in Eqs. (1.27) and (1.32) is small enough so that ignoring higher-

order terms is justified. By increasing the product UT and decreasing the amplitude A, the linear

approximation can be made arbitrarily good. However, increasing UT will also increase decoherence

due to off-resonant light scattering from the ODF beams [Uys2010] during the qubit rotations.

To estimate the contribution of higher-order terms in A on the infidelity for the target case

of a π-rotation on a single ion, we consider the parallel application of two Pm1 , Pm2 terms [see

(Eq. 1.28)]. It can be shown that leading corrections, of order O(A2), arise when 2m1 = m2. In

this case the leading-order static terms generate a Hamiltonian of the form

ĤODF/ℏ ≈ U

2

(∑
i

APm1(ρi) sin (m1ϕi − ψ)−A
2

2
Pm1(ρi)P

2m1(ρi) cos (m1ϕi − ψ)+O(A3)
)

(1.48)
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We now compute the infidelity between the state |ϕ⟩ = e−iĤODFT/ℏ |+⟩ and |ϕ̃⟩ =

e−i
UATPm1 (ρ0)

2
σ̂Z |+⟩ obtained by considering only the desired first order term. We choose ψ = −π/2

in the rest of this discussion. By Taylor expanding, we find the infidelity to be

I(ϕ̃, ϕ) ≈
∣∣∣UT
4
A2Pm1(ρi)P

2m1(ρi) sin (m1ϕi)
∣∣∣2 (1.49)

Thus, for Pm1(ρi)P
2m1(ρi) sin (m1ϕi) < 1, and UTA/2 ∼ π, the infidelity reduces to

I(ϕ̃, ϕ) ≲ (
π

2
A)2. (1.50)

We see that if A ≤ 0.02 the infidelity can be constrained to be less than 10−3. If we relax our

infidelity requirements to 10−2 we can choose A as large as A = 0.06. While these amplitude

requirements may seem strict, we note that this estimate is pessimistic — we considered the worst-

case situation when 2m1 = m2, which gives leading order error contributions of size O(A2). As we

will see in Sec. 3.5, the amplitude can often be made larger. In fact, as we will see in Sec. 1.6.3

where we look at the case of flipping the spin of a single ion, the amplitude can be taken more than

an order of magnitude larger while achieving the same infidelity goals.

1.6 Numerical Results

Following the discussion of Secs. 1.4 and 1.5, we now numerically demonstrate a few interest-

ing examples of implementing different AC Stark shift patterns across a circular crystal with our

protocols from Sec. 1.3. The preparation of initial states with targeted spatial profiles can be of

great utility for investigating propagation of quantum information and entanglement. With that

purpose in mind, here we consider a range of geometries including an annulus, an elliptical Gaussian,

and a displaced Gaussian. For these patterns results for ⟨σX⟩ as well as the log infidelity across a

crystal of 91 ions are shown. This number was chosen to have inter-ion spacings of 0.1 of the crystal

diameter. For the phase patterns considered, Figs. 1.3, 1.6, and 1.10 show the truncation error,
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|E|, from considering a finite number of Zernike polynomials. Next, we study the error generated

during the dynamical evolution. First we apply the protocol in series, evolving under each even

[APm(ρ) cos (mϕ)] and odd [AQm(ρ) sin (mϕ)] term in Eq. (1.8) that constitutes F̃ (ρ, ϕ) one-by-

one, for two different choices of target maximum infidelity. The infidelities of the final state are

shown in Figs. 1.5, 1.8, and 1.12. We discuss contributions to the infidelity arising from the RWA

and truncation errors (see Sec. 1.5). Next, we apply the protocol in parallel for all m such that

0 ≤ m ≤ mmax in Eq. (1.34). In Figs. 1.9 and 1.13 we show the corresponding infidelities for the

elliptical and displaced Gaussians. (The annulus only requires implementing a single m = 0 term.)

1.6.1 Annulus

As a first example, we consider preparing ions in an annulus. To make the problem of

reconstruction in a basis of continuous functions easier, we will smooth the edges with sigmoid

functions, giving

g(ρ) =
1

1 + e−κ(ρ−r1)
− 1

1 + e−κ(ρ−r2)
. (1.51)

Scaling this function to be one at its maximum, we have a targeted normalized AC Stark shift

pattern given by:

F (ρ, ϕ) = Ag(ρ)/g(r1 +
1

2
(r2 − r1)), (1.52)

which corresponds to the phase function

δ(ρ, ϕ) = cos−1 [F (ρ, ϕ)] (1.53)

in Eq. (1.6). For our numerical experiment we will set r1 = 0.45, r2 = 0.55, and κ = 10. This value

of κ was chosen to avoid sharp rising and falling edges for the annulus.

1.6.1.1 Reconstruction

Because the phase pattern is azimuthally symmetric, the only nonzero coefficients have m = 0

and only the application of a single beatnote with frequency µ = mω = 0 is required. We see that

all terms are static, and therefore, incur no error from the RWA. We choose nmax to be sufficiently
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Figure 1.3: Absolute value of the error E = |F − F̃ |/A in reconstructing an annulus. With
nmax = 24 and m = 0 we can reconstruct an annulus with an error no larger than 0.05. This is
sufficiently low error to reproduce a high fidelity state. (See Fig. 1.5.) The red dots represent the
ion positions and are shown for reference.

large (nmax = 24) so that the reconstruction error E , presented in Fig. 1.3, is less than 0.064. From

the discussion in Sec. 1.5 this should enable a single-spin infidelity of less than 10−2. The next

contributing error term is radially symmetric, since the pattern itself is radially symmetric, which

can be seen clearly in Fig. 1.3.

1.6.1.2 Evolution

Given that all the terms in the Zernike expansion have the same value ofm, they can be applied

simultaneously using the precompensation technique [Eq. (1.53]) above, incurring no errors from

the linear approximation. Setting A = 1.0, we obtain a gate duration of 25 µs for U = 2π× 10 kHz,

which is significantly faster than typical decoherence times in trapped ions.

The expectation values ⟨σX⟩ after performing the precompensation protocol is shown in

Fig. 1.4, and the infidelity to the target state is shown in Fig. 1.5. Here the infidelity is due

to finite n truncation. Figure 1.5a shows an infidelity better than 10−2 for nmax = 24. An infidelity

of 10−3 can be obtained with nmax = 54 as shown in Fig. 1.5b. A histogram of the infidelities for

the two different nmax values is shown in Fig. 1.5c. The presented analysis shows that the protocol

can produce a faithful reconstruction of the annulus pattern with a small state infidelity (< 10−3).
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Figure 1.4: ⟨σX⟩ for an annulus after following the protocol in Sec. 1.4. Using nmax = 24 and
m = 0, we see that ⟨σX⟩ is −1 on the annulus and 1 outside the annulus, as desired.The pink
pattern illustrates the targeted AC Stark shift pattern F .

(a) (b) (c)

Figure 1.5: Infidelity I [see (Eq. 1.35)] for preparing an annulus following the protocol of
Sec. 1.6.1. (a) For n ≤ 24 and m = 0, the maximum infidelity is smaller than 10−2. (b) For n ≤ 54
and m = 0, the maximum infidelity is smaller than 10−3. (c) A histogram over the ions’
infidelities, comparing (a) and (b).
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1.6.2 Elliptical Gaussian

The next example we consider is an elliptical Gaussian,

F (ρ, ϕ) =
A

2
exp
{
(−(ρ cos (ϕ))2/(2η2x)− (ρ sin (ϕ))2/(2η2y)

}
(1.54)

We choose ηx =
√
2/10 and ηy =

√
2 to generate an elliptical pattern with a “narrow" and “wide"

distribution covering the 91-ion crystal. Because there is no longer azimuthal symmetry, we must

consider m > 0.

1.6.2.1 Reconstruction

We use a numerical integrator to compute the Zernike basis coefficients in Eq. (1.44). The

reconstruction error for mmax = 10 and nmax = 26 is shown in Fig. 1.6. Interestingly, there are

radial bands, set by the value of mmax. For mmax = 10, the next higher-order omitted term has 12

full periods of oscillation corresponding to the 12 pairs of dark fringes in Fig. 1.6. Since the error

is minimized at the bright fringes, we can, in principle, achieve a higher fidelity reconstruction by

adjusting mmax so that ions near the edge of the crystal in the y-direction are positioned near the

minima of the reconstruction error. At any ion in the crystal, the reconstruction error E shown in

Fig. 1.6 is less than 0.035, which should enable an implementation of the elliptical Gaussian AC

Stark shift pattern with an infidelity less than 10−2.

The error in the reconstruction is seen to be smaller near the center of the disk, since including

lower-degree radial polynomials can match the behavior there. To capture the phase pattern far

from the center of the disk requires higher-order radial polynomials. In fact the error is observed

to be maximum at the vertical wings of the distribution since to capture the decay of the Gaussian

closer to the ρ = 1 boundary requires higher-order terms.

1.6.2.2 Series Application

Figure. 1.7 shows ⟨σX⟩ at the end of a series evolution with mmax = 10, nmax = 26, and

A = 0.5. Note that because of the elliptical symmetry, m is restricted to non-negative even values,
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Figure 1.6: Absolute value of the error E = |F − F̃ |/A in reconstructing an elliptical Gaussian. By
using nmax = 26 and mmax = 10 with m always positive we can reconstruct an elliptical Gaussian
pattern with a maximum error of less than 0.09. Nevertheless the maximum error at an ion is
approximately 0.035 since there are no ions sitting at the maximum of the phase pattern. The
periodicity in the error pattern is mainly set by the mmax value considered.
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Figure 1.7: ⟨σX⟩ for an elliptical Gaussian. We use n ≤ 26, 0 ≤ m ≤ 10, and A = 0.5. Ions along
the center of the elliptical phase pattern are rotated towards |−⟩, while those far away from the
center remain in |+⟩.

corresponding to six terms in total. We choose a gate duration of T = 18 × (2π/ω) = 100µs and

hence we remove the errors from the rotating wave approximation. The protocol generates spin

rotations along the three vertical columns of ions in the center of the disk, while very nearly leaving

all other ions in the |+⟩ state. Figure 1.8a shows a maximum single-spin infidelity of 10−2. With

mmax = 12, corresponding to seven terms, and making nmax = 32, Fig. 1.8c shows clearly that the

maximum infidelity is reduced to 10−3.

Each application of one even [APm(ρ) cos (mϕ)] term in Eq. (1.8) takes 100 µs. When done

in series, the six different values of m employed to obtain an infidelity of 10−2 sets a gate duration

of 600 µs, neglecting the reset time of the DM. A gate duration of approximately 700 µs is required

for the seven terms that enable an infidelity of 10−3. The reset time of the DM can significantly

increase the gate duration. For example, a DM reset time of 50 µs increases the gate duration by

50%.

1.6.2.3 Parallel Application

The protocol where all terms are applied in parallel has the advantage that the DM is only set

once. This can possibly lead to shorter gate durations. The targeted AC Stark shift [Eq. (1.54)] and

choices of parameters for the parallel application are the same as those considered in the previous

paragraphs with the exception of the choice of A and therefore T . The parameter A is chosen



28

(a) (b) (c)

Figure 1.8: Infidelity for preparing an elliptical Gaussian with the serial protocol. (a) For n ≤ 26,
0 ≤ m ≤ 10, and A = 0.5, the maximum infidelity is smaller than 10−2. (b) For n ≤ 32,
0 ≤ m ≤ 12, and A = 0.5, the maximum infidelity is smaller than 10−3. (c) A histogram over the
ions’ infidelities, comparing (a) and (b).
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(a) (b) (c)

Figure 1.9: Infidelity for preparing an elliptical Gaussian with the parallel protocol. (a) For
n ≤ 26 and 0 ≤ m ≤ 10. By applying all polynomials and beatnotes simultaneously, with A = 0.4,
the resulting maximum infidelity is less than 10−2. (b) With n ≤ 32, 0 ≤ m ≤ 12, but and with
A = 0.2, the maximum infidelity is no more than 3× 10−3 with all polynomials and beatnotes
applied simultaneously. (c) A histogram over the ions’ infidelities, comparing (a) and (b).

sufficiently small so that the linear approximation discussed in Sec. 1.3 holds, and T is picked so

that the spins at the maxima of the phase pattern experience a full π rotation, as discussed in

Sec. 1.4. By applying the different orders in parallel, we incur all of the errors from the previous

section and additional errors from the linear approximation discussed in Sec. 1.5.3. Because the

n and m chosen in the previous section were minimally large to meet our fidelity requirements,

we keep them the same. For a maximum infidelity of 10−2, Fig. 1.9a demonstrates that choosing

A = 0.4 is sufficient. This changes the gate duration to 250 µs, obtained with T = 45× (2π/ω). If

we increase our infidelity requirements to 3×10−3, we see in Figs. 1.9b and 1.9c that we can choose

A = 0.2. For the gate duration to be commensurate with the crystal rotation frequency we find

T = (90 × 2π/ω) giving a longer gate duration of 500 µs. We note that we chose 3 × 10−3 as the

target infidelity rather than 10−3 as in the other examples that we show.

1.6.3 Displaced Gaussian

Finally, we consider an AC Stark shift pattern described by a displaced Gaussian,

F (ρ, ϕ) =
A

2
exp
(
−{[ρ cos (ϕ)− δx]

2 + [ρ sin (ϕ)− δy]
2}/(2η2)

)
(1.55)
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Figure 1.10: Absolute value of the error E = |F − F̃ |/A in reconstructing a displaced Gaussian.
With nmax = 40 and |mmax| = 9 we get a maximum error smaller than 0.06. The error is worse
around the targeted ion since this is the sharpest feature trying to be reconstructed with 20 dark
fringes corresponding to the extrema of the next omitted m = 10 term.

with standard deviation η = 0.1/
√
2, displaced by δx = 0.3 in x and δy = 0.1

√
3 in y. The

displacement was chosen to coincide with an ion in the crystal, and the width was chosen to achieve

a single-spin rotation. In particular, this choice of η corresponds to a Gaussian profile that decays by

a factor of 1/e at a diameter of the inter-particle spacing. In this case, we no longer have azimuthal

symmetry, so we must include m ≥ 0 and m < 0 as well.

1.6.3.1 Reconstruction

In Fig. 1.10, we included up to m = ±9 and nmax = 40 terms. We see that the reconstruction

has a maximal error in a region surrounding the targeted ion. The maximum truncation error is

approximately 0.06, which should enable a single-spin infidelity of 10−2. We note that choosing an

ion closer to the boundary of the crystal will require a large m value to reach similar truncation

error.

1.6.3.2 Series Application

In this example we consider A = 3.0, motivated by our infidelity goal of 10−2. We picked

this value of A to be as large as possible while still requiring that each term being applied in the

expansion [Eq. (1.8)] can be inverted as discussed in Sec. 1.3 for precompensation. Additionally,
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Figure 1.11: ⟨σX⟩ for a displaced Gaussian after following the protocol in Sec. 1.4. Using nmax = 40
and |mmax| = 9, we see that a single ion spin is rotated to a very good approximation.

we chose T = 3 × (2π/ω), to remove the error from the RWA. For A = 3.0, the application time

required for each beatnote is approximately 16.66 µs. When the polynomials are applied in series

for 19 different values of m, we get a gate duration of approximately 316.66 µs, again assuming

a DM with zero reset time. If we increase our infidelity goals to 10−3, we can choose |m| ≤ 20

and A = 3.0, giving a gate duration of 683.33 µs. As in the previous two cases, we see excellent

agreement with the desired phase pattern in the evolution of ⟨σX⟩ shown in Fig. 1.11. The protocol

very nearly rotates a single spin, as all of the ions surrounding the desired ion are very nearly in

the |+⟩ state. This behavior leads us to conclude that single ion addressability is feasible with this

technique, requiring about a factor of 2 more terms than in the other cases, due to the additional

odd (AQm sin (mϕ)) terms. The infidelities in Figs. 1.12a and 1.12b are worse in a radial band

of ions containing the ion being flipped. This is intuitive — suppressing that error requires the

introduction of high-order angular terms, while we used only up to m = 9.

1.6.3.3 Parallel Application

The parameters in this section are the same as those considered in the previous paragraphs,

with the exception of the choice of A and therefore T . Figures 1.13a and 1.13b demonstrate that

choosing A = 0.3 is sufficient for the 10−2 and 10−3 infidelity requirements. Consequently, the gate

duration in both cases is approximately 333.33 µs, which is given as T = 60× (2π/ω) and thus the

error incurred from the rotating wave approximation is zero. This reduces the gate duration for the
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(a) (b) (c)

Figure 1.12: Infidelity for preparing a displaced Gaussian with the serial protocol. (a) For n ≤ 40,
−9 ≤ m ≤ 9, and A = 3.0 the maximum infidelity is smaller than 10−2. (b) For n ≤ 40, −20 ≤
m ≤ 20, and A = 3.0 the maximum infidelity is smaller than 10−3. (c) A histogram over the ions’
infidelities, comparing (a) and (b).
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(a) (b) (c)

Figure 1.13: Infidelity for preparing a displaced Gaussian with the parallel protocol. (a) For n ≤ 40
and −9 ≤ m ≤ 9. By applying all polynomials and beatnotes simultaneously, with A = 0.3, the
maximum infidelity is smaller than 10−2. (b) For n ≤ 40, −20 ≤ m ≤ 20, and still with A = 0.3,
the maximum infidelity is less than 10−3. (c) A histogram over the ions’ infidelities, comparing (a)
and (b).

parallel application compared to the serial application only for the case of a targeted infidelity of

10−3. However, this neglects the reset time of the DM. For a targeted infidelity of 10−2, the serial

application needed mmax = 9, which would require the DM to be set 18 times. With a reset time as

high as 50 µs, this incurs an overhead of 900 µs. This is substantially larger than the gate duration

itself, and highlights a potential reason to instead consider the parallel protocol.

1.7 Conclusion

Penning traps are promising candidates as platforms for quantum information processing,

due to their ability to control hundreds of qubits, and perform non-local entangling operations.

However, existing experiments lack the ability to address individual ions, and therefore, fail to meet

the criteria for universal quantum information processing. In this paper we discussed a method for

implementing programmable Z-rotations in a Penning trap, thus providing a path forward for more

complex quantum simulations and general large-scale quantum information processing.

By employing a DM in the path of one of the laser beams that creates the optical dipole

force in Refs. [18, 21], we showed how wave front deformations introduced by the DM can be used

to generate AC Stark shift patterns that are static in the rotating frame of the crystal. A pattern
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of azimuthal order m [Pm(ρ) cos(mϕ), Qm(ρ) sin(mϕ)] is introduced by setting the frequency µ

of the optical dipole force to the mth harmonic of the rotation frequency, µ = mω. General

AC Stark shift patterns are obtained through the introduction of different azimuthal orders. We

analytically and numerically demonstrated the feasibility of this approach for generating single-

site rotations. Choosing a Gaussian phase pattern with a 1/e diameter equal to the interparticle

spacing, we demonstrated that we can resolve single ions in a crystal of about 100 ions under typical

experimental conditions [18, 21]. Moreover, by applying the required beatnote frequencies mω in

parallel, one can obtain 99% fidelity single-qubit gate durations of 333.33 µs, which is faster than

typical single particle decoherence times, ∼ 10 ms, in current Penning trap experiments.

In this paper we assume a perfectly performing DM and analyze the sources of infidelity

for two different protocols where patterns of different azimuthal order are introduced serially or in

parallel. In particular, we assume that the number of DM actuators is large compared to the number

of ions and that the surface of the DM can be set with arbitrary precision. Deformable mirrors

with greater than 4000 actuators, surface figures of less than 10 nm, and mechanical response times

of less than 50 µs are available commercially. The desired AC Stark shift pattern as well as the

performance of the DM will impact whether the serial or parallel protocol should be employed. In

general, the serial protocol enables the implementation of larger amplitudes and therefore higher

accuracy phase patterns. However, for patterns that require introducing many azimuthal orders m,

the reset time of the DM can add significant overhead in the time required to implement the desired

AC Stark shift pattern. The parallel protocol removes any overhead due to the reset time of the

DM, but the restriction on the amplitude of the phase pattern can impact the accuracy with which

the desired phase pattern can be implemented.
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1.8 Appendix

1.8.1 The RWA is Exact for Integer Multiples of the Trap Rotation Frequency

As discussed in Sec. 1.5.1, choosing the evolution time T such that ωT = 2πr with r a positive

integer can remove all error from the rotating wave approximation. In Sec. 1.5.1 we showed that

this was the case when we applied different Pm patterns. We now argue that this can be generalized

to arbitrary order. The Hamiltonian we consider will have both even [APmi cos (miθ)] and odd

[AQmi sin (miθ)] terms, up to mNf
, so that i ≤ Nf . From the Jacobi-Anger expansion each of these

terms will introduce a new sum, as in Eq. (1.21), with an index ai or bi, respectively. In general,

we then get phase factors in the sum, f(t), of the form

f(t) = exp

{
(−iµt− iϕ

∑
i

(ai + bi)mi − i
∑
i

(ai + bi)miωt)

}
. (1.56)

Because this is the only time dependence, we can integrate over time from 0 to 2πr/ω to get∫ 2πk/ω

0
dtf(t) =

exp{[−iµt− iϕ
∑

i(ai + bi)mi − i
∑

i(ai + bi)miωt)]}
−i[µ+

∑
i(ai + bi)miω]

∣∣∣∣2πr/ω
0

= 0. (1.57)

This is true except when the denominator vanishes, which is also the case where the term in

Eq. (1.56) is static. If we have a drive µ = mjω the denominator vanishes when

mj +

Nf∑
i=1

(ai + bi)mi = 0, (1.58)

as we have seen previously in the case of two terms. The case in Sec. 1.5.1 was special in that it

repeats every π/ω. The general argument is given above, and shows that in general a multiple of

2π/ω is needed.



Chapter 2

The QAOA with Slow Measurements [34]

2.1 Abstract

The Quantum Approximate Optimization Algorithm (QAOA) was originally developed to

solve combinatorial optimization problems, but has become a standard for assessing the perfor-

mance of quantum computers. Fully descriptive benchmarking techniques are often prohibitively

expensive for large numbers of qubits (n ≳ 10), so the QAOA often serves in practice as a com-

putational benchmark. The QAOA involves a classical optimization subroutine that attempts to

find optimal parameters for a quantum subroutine. Unfortunately, many optimizers used for the

QAOA require many shots (N ≳ 1000) per point in parameter space to get a reliable estimate of

the energy being minimized. However, some experimental quantum computing platforms such as

neutral atom quantum computers have slow repetition rates, placing unique requirements on the

classical optimization subroutine used in the QAOA in these systems. In this paper we investi-

gate the performance of a gradient free classical optimizer for the QAOA - dual annealing - and

demonstrate that optimization is possible even with N = 1 and n = 16.

2.2 Introduction

The Quantum Approximate Optimization Algorithm (QAOA) is a hybrid quantum-classical

algorithm that uses a subroutine run on a quantum computer together with a classical optimizer to

find approximate solutions to combinatorial optimization problems [35, 36]. While many results have

demonstrated that the QAOA faces substantial challenges if it is to outperform classical algorithms
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[37–45], it has nevertheless become a standard technique for benchmarking quantum computers

[46–48], serving as a holistic test.

The classical optimization routine in the QAOA is used to select a collection of angles that

parameterize a quantum circuit. While [35] discusses the feasibility of an open-loop grid search for

the QAOA, in practice classical optimizers are closed-loop and require accurate estimates of the

energy expectation value for any choice of angles. Previous work [46, 47, 49, 50] has often chosen

classical optimizers that require a large number of measurement repetition rates [35, 46, 51–54].

Furthermore, theoretical works also often assume that the optimizer has access to the expectation

value at each point in parameter space [55, 56].

However, this assumption is not always justified - some quantum computing platforms, such

as neutral atoms, have substantially slower circuit repetition rates. In the case of neutral atoms,

this is due in part to atom reloading [57, 58]. Modern neutral atom quantum computers use

lossy measurements which remove atoms from the trap, requiring atoms to be reloaded between

measurements. Moreover modern systems such as [48], can have measurement durations as long as

30ms. These facts together can give total shot-to-shot measurement rates of around 5Hz [59].

This places substantial difficulties on the classical optimizer used in the QAOA. While noise

is commonly modeled as coming from decoherence and miscalibration, it can also be a result of shot

noise in sampling from the quantum computer a limited number of times. This noise can cause

unreliable estimates of quantities such as the gradient and the energy.

In this paper we explore a classical optimization routine for circumventing these difficulties –

dual annealing. Dual annealing is a form of simulated annealing, which explores the search space

while annealing a “temperature” that parameterizes how likely the algorithm is to jump to higher

energy configurations. This can be useful for avoiding local minima. We first discuss modifications

that can be made to the algorithm to accommodate the error from taking a limited number of

shots. Next, we find empirically that this optimizer performs well even without modification. In

particular, we find that dual annealing can find global maxima with a single shot at each point in

parameter space that it evaluates.
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To assess the efficacy of this optimization technique, we propose a family of graphs and use

the QAOA to find the maximum cut of a member of this family. We provide complexity theoretic

arguments that suggest these graphs have maximum cuts that may be hard for classical computers

to approximate. While several families of graphs are known to be poor choices for showing quantum

advantage [35, 37, 40, 60], it is an open problem to find families of graphs on which the QAOA can

be shown to outperform classical algorithms.

2.3 Theory

The quantum circuit used by the QAOA is described by 2p parameters, in a layered ansatz.

Specifically, the unitary evolution of the quantum computer has input angles γ⃗, β⃗ and is given as

U(γ⃗, β⃗) =

p∏
j=1

e(−iβjX̂
⊗n)e(−iγjH), (2.1)

where H is called the driver and σ⊗nx is called the mixer. An example of this circuit is shown in

Fig. 2.1 and the details of H for the problem considered in this paper are given in Eq. 2.2. H is a

Hamiltonian whose ground state encodes the solution an optimization problem. In this paper we

consider the MAX-CUT problem, with associated Hamiltonian

H =
∑

(i,j)∈E

1

2
ωij(1 + ẐiẐj). (2.2)

Here E is the set of edges in a graph, and ωij are the weights for the associated edges.

The goal of the QAOA is to find optimal values of γ⃗ and β⃗ that minimize

C(γ⃗, β⃗) =
〈
+|U(γ⃗, β⃗)†HU(γ⃗, β⃗)|+

〉
. (2.3)

In this paper, instead of minimizing C(γ⃗, β⃗) we equivalently maximize −C(γ⃗, β⃗). We will only

consider the p = 1 QAOA, and therefore only have γ1 and β1. Because there is only one of each angle

in the examples we consider, we will refer to them as γ and β for the rest of the paper. Numerous

descriptions of the QAOA and MAX-CUT exist in the literature [35, 47], and further discussion is

omitted here. MAX-CUT is a common problem to consider for demonstrations of QAOA due to
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. . .

. . .

...
...

...

. . .

. . .

|+⟩ RX(β1) RX(βp)

|+⟩ RZ(ω1,2γ1) RX(β1) RZ(ω1,2γp) RX(βp)

|+⟩ RX(β1) RX(βp)

|+⟩ RZ(ωn−1,nγ1) RX(β1) RZ(ωn−1,nγp) RX(βp)

Figure 2.1: An example of a circuit implementing the QAOA from Eq. 2.1, using the MAX-CUT
Hamiltonian in Eq. 2.2. In this example, we’ve assumed that there are only edges between nearest
neighbors.
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the locality of the Hamiltonian, requiring only two-body terms. This makes it attractive for early

demonstrations of hardware such as that in [48].

To find the optimal angles, γ and β, we consider simulated annealing algorithms. Simulated

annealing is traditionally introduced in analogy to the metallurgical process, wherein the optimizer

has a temperature which controls random fluctuations and an energy function that is used for

preferentially exploring certain configurations. The system has “thermal kinetic energy”, with a

visiting temperature which allows it to probabilistically explore the search space while avoiding

local minima. The transition between any two points has an associated hopping probability that

characterizes how likely a transition between the two states is. As the temperature is lowered,

exploration becomes more difficult in the presence of energy barriers.

Simulated annealing over a discrete set (such as that achieved by discretizing γ and β) can be

shown to converge to the set of global minima [61]. For each temperature, the hopping probabilities

form a Markov chain, whose stationary distribution is given by

πT (i) =
1

ZT
exp

{
(−J(i)

T
)

}
(2.4)

[61], with ZT a normalizing constant. In the limit that T → 0, we see that this distribution

concentrates around the collection of minima of J .

We further note that if the energy estimate is noisy, this convergence is not guaranteed. This

can easily be seen by considering the space with two elements, i1 and i2, and function K such that

K(i1) = 0 and

K(i2) =


2, with probability 1/2

−1, otherwise

. (2.5)

Taking J = ⟨K⟩ to be the energy function, we see that minimum is i1, however the stationary point

of the Markov chain will be the uniform distribution over i1, i2.

The algorithm can, however, be modified to maintain its convergence properties. We can

model finite shot noise as a random variable for the kth step in the annealing chain that depends
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on the state being measured,

Xk = (
1

N

N∑
ℓ=1

fℓ(xj)− J(xj))− (
1

N

N∑
ℓ=1

fℓ(xi)− J(xi)), (2.6)

where J(m) = ⟨m|C|m⟩ and fℓ is the ℓth evaluation on the quantum computer - i.e. the ℓth shot.

One of the conditions for convergence given in [62] is that σk ∈ o(Tk), where σk is the standard

deviation of Xk, Tk is the annealing temperature and o(·) is the standard asymptotic notation for

a strict upper bound. Likewise in what follows, O(·) denotes an asymptotic upper bound with

possible equality, ω(·) denotes a strict asymptotic lower bound, Ω(·) denotes an asymptotic lower

bound with possible equality and Θ(·) means both O(·) and Ω(·).

From [35] we know that the values of the sampled cost function are concentrated about their

mean C(γ, β), with variance, σ2 upper bounded by

σ2 ≤ 2e
(v − 1)(2p+2) − 1

(v − 1)− 1
, (2.7)

for a graph with e edges and v vertices. Thus

σ2µ̂ = σ2/N ∈ O(e/N), (2.8)

where σ2µ̂ is the variance of sample mean. This shows that we should expect the number of shots

required to be at worst proportional to the number of edges in the graph.

From [62], we expect the modified annealing algorithm to work if
√
N/e ∈ ω(1/Tk). We will

show, however, in Sec. 3.5 that even without modifying dual annealing, it can find the local maxima

with a single shot per point in parameter space.

The implementation details of the dual annealing algorithm can be found in [63] and theo-

retical details can be found in [64]. We reproduce some relevant details here. In particular, the

algorithm uses a distorted Cauchy-Lorentz distribution for the “visiting temperature”

gqv(∆x(t)) ∝
[Tqv(t)]

− D
3−qv

[1 + (qv − 1) (∆x(t))2

[Tqv(t)]
2

3−qv

]
1

qv−1
+D−1

2

, (2.9)
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where x(t) is a jumping distance, and D is the dimension of the optimization problem [64]. For the

p = 1 QAOA D = 2, since there are only two values to optimize, γ and β. This temperature is

annealed according to

Tqv(t) = Tqv(1)
2qv−1 − 1

(1 + t)qv−1 − 1
, (2.10)

and new points are accepted with probability

pqa = min{1, [(1− qa)∆E/Tqv ]
1

1−qa }. (2.11)

qa and qv are called the acceptance and visiting parameters, and are hyperparameters used

to control how exploratory the annealing algorithm is. This annealing routine is accompanied by

local search at the end of each annealing attempt and a number of restart attempts. Simulated

annealing, and hence dual annealing, benefits from a wealth of analysis and convergence guarantees

[65].

2.4 Choice of Graph

While the primary purpose of this paper is to discuss the choice of classical optimizer in the

QAOA, we need to choose a problem instance. So as to avoid solving a problem that is known to

be trivial, we give a heuristic argument for our choice of graph. The particular problem we choose

due to its simple-to-implement Hamiltonian and abundance in the quantum computing community

is MAX-CUT. The difficulty of MAX-CUT depends on the family of graphs being considered, and

the general problem has been well-studied classically - the Goemans-Williamson (GW) algorithm

gives an optimal approximation ratio assuming the unique games conjecture [66–68]. Therefore one

would like to identify a collection of graphs that classical computers perform worst on.

In this work we choose random graphs G(v, e) on v vertices with e edges chosen at random

from all possible edges. MAX-CUT on these graphs has a phase transition when e/v = 1/2, in the

following sense: below 1/2 there are efficient classical algorithms for solving the problem, however

above 1/2 there seem to be hard instances [69, 70]. Furthermore, if we consider signed graphs,

then if the cover number of the positively signed edges is near
√
v, the problem becomes strongly
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NP hard [71]. A problem is strongly NP hard if the problem remains NP hard when its numerical

parameters are bounded by a polynomial in the input size. This means that hard instances are,

roughly speaking, easy to generate, and so in particular randomly generating instances should result

in graphs that may be more challenging for classical algorithms.

The cover number of the positively signed edges is the minimum size of a subset V of the

vertices, such that every edge with positive weight has at least one endpoint in V . In particular,

[72] shows this family is strongly NP hard for graphs with cover number Ω(v−k), with k a positive

integer. We have already specified e ∈ Θ(v) so that k = 2 is the smallest k that is guaranteed to

be compatible. This suggests that algorithms like the GW algorithm may perform less favorably on

these graphs. An example of this graph is shown in Fig. 2.2. Similar graphs have been considered

in [56].

2.5 Numerics

We simulate the p = 1 QAOA on a graph sampled from the family of graphs discussed in

Sec. 2.4 using quimb [73]. We emphasize that the purpose of this paper is to demonstrate the

performance of the optimizers with low shot rates. The p = 1 QAOA has been well-studied,

and its performance is well-understood analytically [35, 74, 75]. Thus, our emphasis is that these

techniques allow for the demonstration and benchmarking of a quantum computer - for the case of

p = 1 optimization, one should use the known-optimal choice of angles if the goal is produce a best

approximate solution to the problem being studied. In certain problem instances of MAX-CUT,

we can reduce the search space for both γ and β to the range [0, π] [51]. In general we see this is

not possible, since scaling the edge weight by a factor of 1/c moves the maximum in γ by a factor

of c. Nevertheless, we restrict our search space, since we are interested primarily showing that

optimization is possible. For our example, we choose a graph on v = 20 vertices, which has n = 16

qubits that interact with at least one other qubit. We note that n = 16 is a non-trivial example for

initial demonstrations of new quantum computing architectures [48].

The particular graph considered in this section is shown in Fig. 2.2, and is sampled from
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Figure 2.2: Example Graph from Section 2.4. Above we see a graph on v = 20 vertices,
generated according to the distribution described in Sec. 2.4. Edgeless vertices are omitted from
the figure. We sample e = 3v/5 edges at random, and edge weights are chosen uniformly at random
from [−1, 1].
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the distribution described in Sec. 2.4. The graph is chosen from a distribution with e = 3v
5 edges,

with v = 20, and therefore only contains 16 vertices with edges. Such a graph would be useful for

demonstrating the QAOA on an architecture of a 4 × 4 grid of atoms. As mentioned in Sec. 3.3,

rather than minimizing Eq. 2.3, we maximize −C(γ, β).

In Fig. 2.3 we see the performance of dual annealing on the graph in Fig. 2.2. We use one shot

per point in parameter space (N = 1) and allow the dual annealing algorithm ten opportunities

to restart and re-anneal. In total the optimizer sampled 326 times. For a clock rate of 5Hz this

would take just over a minute to run. Fig. 2.3 also provides two kernel density estimates of the

distribution of sampled points which highlights that there are two distinct attractors over β, and

one over γ, corresponding to the optima of the landscape. Kernel density estimates use Gaussian

kernels to produce a non-parametric estimate of the sampling distribution that is given by

f̂h(x) =
1

nh

∑
exp
{
(−(x− xi)

2/h2)
}
, (2.12)

where the bandwidth h given by

h = n−1/(d+4), (2.13)

and n is the number of samples (326) and d is the dimension (1) as suggested in [76]. This demon-

strates that the dual annealing optimizer not only can find a good cut, but also is taking advantage

of the structure of the optimization landscape.

Another interesting feature of single-shot optimization, which we leave to future work, is the

behavior of the single-shot performance statistics. While many optimizers attempt to estimate and

maximize the QAOA energy, the goal of the QAOA is to optimize the single best observed bitstring.

The shot to shot energy is plotted against the cumulative best energy in Fig.2.4. While the optimizer

quickly finds a good cut and Fig. 2.3 shows that the optimizer samples preferentially from the

basins of attraction of the optima, it can be seen that the single shot data varies substantially. The

maximum value in the grid of values produced in Fig. 2.3 is 3.78, however the optimum reported by

the optimizer is 4.13. This is in fact the sum of the positive weights, and hence the maximum cut.

We see that dual annealing is able to perform with just a single shot per choice of angle pair γ
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Figure 2.3: Optimization using dual annealing. Each white point corresponds to a single shot
measured by dual annealing. The kernel density estimates show peaks corresponding to the local
maxima, demonstrating that optimizer preferentially samples from higher energies. Moreover, the
red star shows the final sampled point which lies near a global maximum.

Figure 2.4: Cumulative maximum statistics. The orange line plots all 326 points sampled by
the dual annealing optimizer, while the blue is the maximum cut seen so far. While Fig. 2.3 shows
that the optimizer preferentially samples from higher energies, this figure shows that the single shot
data can vary substantially. Despite this, the optimizer quickly finds a good cut.
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and β. For quantum computers with low shot rates this provides a tractable method for performing

closed-loop quantum-classical optimization, with noisy estimates of the energy at each point.

2.6 Conclusion

Due to its easy implementation and interpretation, the QAOA is an appealing holistic bench-

mark for quantum computers. However, different quantum computing architectures place different

requirements on the classical optimization subroutine of the QAOA. In particular, neutral atom

quantum computers often have substantially slower measurement rates than conventional supercon-

ducting quantum computers. To use the QAOA as a benchmark for these platforms thus requires

choosing a classical optimizer that can use noisy estimates of the QAOA energy.

In this paper, we have demonstrated an optimization technique that is well-suited for this

problem, dual annealing. Dual annealing searches the parameter space in a thermal way, accepting

transitions if the cost is lower or if the annealing temperature is sufficiently high to allow jumps to

worse points. We have shown that this algorithm can use a single shot per point in parameter space

while still finding good cut values for the MAX-CUT problem on as many as n = 16 qubits.

Additionally, we have suggested a new family of graphs which have a phase transition in

their known classical hardness. There are several straightforward analyses to extend this work -

including realistic noise models, scaling to larger numbers of qubits and extending the algorithm

considered here to model the shot uncertainty explicitly [62], as described in Sec. 3.3. Finally, while

the intention of this work was to discuss the optimizer choice for demonstrating the performance

of NISQ hardware, and thus focused on p = 1, exploring the increased dimensionality of the search

space for higher p is an interesting direction for future research.



Chapter 3

Towards Demonstrating Fault Tolerance in Small Circuits Using Bacon-Shor

Codes [77]

3.1 Abstract

Quantum error correction is necessary to perform large-scale quantum computations in the

presence of noise and decoherence. As a result, several aspects of quantum error correction have

already been explored. These have been primarily studies of quantum memory[78, 79], an important

first step towards quantum computation, where the objective is to increase the lifetime of the

encoded quantum information. Additionally, several works have explored the implementation of

logical gates[80–82]. In this work we study a next step - fault-tolerantly implementing quantum

circuits. We choose the [[4, 1, 2]] Bacon-Shor subsystem code, which has a particularly simple

error-detection circuit. Through both numerics and site-counting arguments, we compute pseudo-

thresholds for the Pauli error rate p in a depolarizing noise model, below which the encoded circuits

outperform the unencoded circuits. These pseudo-threshold values are shown to be as high as

p = 3% for short circuits, and p = 0.6% for circuits of moderate depth. Additionally, we see that

multiple rounds of stabilizer measurements give an improvement over performing a single round

at the end. This provides a concrete suggestion for a small-scale fault-tolerant demonstration of a

quantum algorithm that could be accessible with existing hardware.
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3.2 Introduction

In order to perform useful quantum computational tasks that require many qubits or deep

circuits, it is necessary to use quantum error-correcting codes that have the ability to handle faulty

physical hardware[83]. Historically, fidelities of quantum devices have been too far below the nec-

essary thresholds to warrant any attempts to demonstrate fault-tolerant quantum computation.

However, slow and steady progress has pushed both single and two-qubit gate infidelities as low

as 10−3[6, 7, 32]. It has therefore become an important theoretical challenge to develop initial

small-scale quantum error correction (QEC) experiments to validate the theory.

The aim of error correction is to make logical qubits and gates that have lower effective error

rates than bare physical systems. Over the past decade, there have been multiple non-fault-tolerant

QEC code demonstrations using platforms such as superconducting qubits, trapped-ion systems, and

microwave modes[84–87]. While these have all been important building blocks towards large-scale

quantum computation, we are more generally interested in fault-tolerant schemes, which effectively

mitigate the errors that occur throughout the operation of a QEC scheme. In addition to fault-

tolerant quantum circuits, other hardware-efficient fault-tolerant schemes have been proposed, such

as performing stabilizer extraction through coupling to nonlinear-oscillators[88]. In this paper, how-

ever, we will restrict our attention to the quantum circuit model. In recent years, experiments have

studied the near-threshold performance of quantum error-correcting and error-detecting schemes.

This has included exploring multiple rounds of error-detection/correction in small surface codes[79]

and a large repetition code[78]. Recent trapped ion experiments have additionally yielded promising

results. For example, Egan et. al implemented circuits designed to be fault-tolerant and studied the

implementation of logical gates in a [[9, 1, 3]] Bacon-Shor code[80], although the logical gates were

still outperformed by the physical gates. In another experiment, Ryan-Anderson et. al prepared

codewords of the [[7, 1, 3]] color code and demonstrated several rounds of error correction, also with

circuits designed to be fault-tolerant[89].

These experiments have been primarily quantum memory experiments, which aim to preserve
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quantum information, rather than process it. However, the ultimate goal of QEC codes is to perform

computations on faulty physical hardware in addition to preserving quantum memory. Therefore,

we must consider QEC schemes that can handle errors that occur in the logical manipulation of

quantum data.

In this paper, inspired by Gottesman[90], we explore a small quantum error-detecting scheme

to demonstrate a limited form of fault-tolerant quantum computation. The advantage of considering

quantum error-detection, as opposed to error-correction, is that the physical circuit we take consists

of only 5 physical qubits, greatly simplifying the experimental procedure. In particular, the [[4, 2, 2]]

code requires only one additional ancilla to encode two logical qubits. By treating one of those logical

qubits as a gauge qubit, we can construct a Bacon-Shor subsystem code, which has fault-tolerant

error-detection circuits. These error-detection circuits can be repeated intermittently throughout

a computation to detect errors as they occur and to significantly reduce the likelihood of multiple

undetectable errors.

Gottesman defines fault tolerance in small experiments as being when any encoded circuit,

from a given family of circuits C, outperforms its unencoded counterpart[90]. That is to say that

every encoded circuit in C must have a lower error rate than the error rate of the equivalent bare

circuit. Given the computational difficulty of testing every element of C, which is exponentially

large for any given circuit depth, we loosen the notion of fault tolerance to only requiring that the

average encoded circuit from a uniform random sample collected from C have increased performance.

For our family we have chosen circuits which consist of X,Z and H gates, that are transversally

implementable in the code we consider, and thus fault tolerant. An example of such a circuit is

shown in Fig. 3.1, consisting of a single X and Z gate.

In what follows, we use threshold to mean the pseudo-threshold for the particular code being

considered. We take two approaches to estimate the fault tolerance threshold for the four-qubit

Bacon-Shor code. First, we study depolarizing noise numerically. By simulating circuits of varying

depth, we find a threshold for the depolarizing parameter as high as 0.6% for deep circuits. Next,

we consider a site-counting argument which uses a stochastic noise model, where errors occur at
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each site within a circuit with some probability[91]. This site-counting argument is more pessimistic

than the depolarizing model - it fails to account for benign sets of errors, and assumes that any

error that occurs is the worst possible one. Even so, this analysis yields a threshold of 0.2%. These

analyses show that the threshold for seeing increased performance over the unencoded circuit could

be achievable using existing hardware.

3.3 Bacon-Shor Subsystem Codes

The fundamental idea of QEC is to encode the state of a given set of qubits, with Hilbert

space HS , into a larger physical system. Generically this entails mapping states on HS into the

codespace, Hc, of a higher-dimensional Hilbert space that can be decomposed as H = Hc ⊕ Hc⊥ .

Physical errors that move the state of the qubits out of the codespace, and into Hc⊥ , can be

detected and in some cases corrected. A subsystem code breaks apart the codespace into a product

of subsystems(Hc = HL⊗HG)[92, 93]. One of the subsystems, HL, is taken as the logical subsystem

and the remaining subsystem, HG, contains gauge degrees of freedom. In this construction, the state

on HG does not affect the encoded logical state.

A large class of QEC codes are the stabilizer codes, where logical qubits are encoded as

codewords that are in the shared +1-eigenspace of a set of commuting Pauli operators[94]. The

two-dimensional Bacon-Shor code is a subsystem code with a codespace defined by an associated

stabilizer group on a square lattice[93]. The stabilizer framework provides a method of detecting

whether errors occur in the process of computation, and the division of the codespace into logical

and gauge subsystems allows for a simplified scheme of error syndrome extraction. In the case of the

Bacon-Shor code, stabilizer measurements can be performed by measuring a set of spatially-local,

two-qubit gauge operators, S, whose products contain the stabilizers. The gauge operators do not

affect the logical state, but may act non-trivially on the gauge subsystem.

In this work, we consider the four-qubit Bacon-Shor subsystem code, in which there are two

elements in the tensor factorization, giving a single logical qubit and a single gauge qubit. We choose

the set of gauge operators to be S = IIXX,XXII, ZIZI, IZIZ. The logical space of the code
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Figure 3.1: Comparison of the encoded fault-tolerant circuit to the bare circuit. a) A physical,
fault-tolerant circuit encoding the logical circuit shown in Fig. b. Following state preparation and
each logical gate, a syndrome measurement is applied, denoted by S. This corresponds to the case
of one gate per stabilizer measurement round. Final measurement outcomes are post-selected on
obtaining trivial error syndromes. The logical operators XL and ZL in Fig. b are implemented via
the physical operators XIXI and ZZII. b) Qubit ℓ0 is acted on by logical gates XL and ZL, and
then measured. We say an experiment demonstrates fault tolerance if a family of logical circuits
(one member of which is shown in b)) has a higher success probability on average when implemented
with encoded circuits (one example shown in a)), rather than with the corresponding unencoded
circuits (a single X followed by a single Z, in this example).
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is given as the simultaneous +1-eigenspace of the center of S, forming the stabilizer group of the

code - in this case IIII,XXXX,Y Y Y Y, and ZZZZ. The remaining operators will in general act

non-trivially on the gauge qubit, meaning that each logical state has in general a family of physical

states associated with it.

To see how this works, we will identify the logical operations and states of the code being

considered. A logical zero state is given by |0⟩L = 1√
2
(|0000⟩+|1111⟩). However as we are considering

a subsystem code, then there is another orthogonal state that can be associated with logical zero,

given by |0̃⟩L = 1√
2
(|0011⟩+|1100⟩). Any state in the subspace spanned by |0⟩L and |0̃⟩L corresponds

to the same logical zero state, and each of these states only differ by the state of the gauge qubit.

The associated [[4, 2, 2]][95, 96] code has the same stabilizers as the Bacon-Shor code discussed in

this paper. The codewords of the [[4, 2, 2]] code are

|00⟩ → 1√
2
(|0000⟩+ |1111⟩)

|01⟩ → 1√
2
(|1100⟩+ |0011⟩)

|10⟩ → 1√
2
(|1010⟩+ |0101⟩)

|11⟩ → 1√
2
(|0110⟩+ |1001⟩),

(3.1)

and so we see that |0̃⟩L is generated by acting on |0⟩L with the gauge operator XXII ∈ S. The

operator ZIZI similarly performs a Z rotation on the second logical qubit in the [[4, 2, 2]] code

(which is taken as the gauge qubit), but does not act on the logical codespace. This is because

gauge operators are logical operators on only one of the qubits in the [[4, 2, 2]] code, and therefore

don’t affect the logical state of the qubit encoded in the [[4, 1, 2]] Bacon-Shor code. In addition to

gauge operators, there are the logical operators XL = XIXI and ZL = ZZII, which transition the

state between distinct logical codewords (|0⟩L to |1⟩L in the case of XIXI).

While the number of logical qubits is fewer than that associated with the [[4, 2, 2]] code, we

get several good properties from using a Bacon-Shor code. First, a convenience of working with

this code is that the stabilizer operators are all weight-two, which are generally easier to measure

fault-tolerantly. As shown in Fig. ??, a measurement of all the error syndromes only requires eight
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two-qubit gates. While these gates may require additional SWAPs in a superconducting architecture,

trapped-ion architectures may incur no overhead, as they typically have all-to-all connectivity. This

suggests that the required threshold for being able to fault-tolerantly measure the stabilizers will

be lower for trapped-ion systems.

Finally, the preparation and stabilizer circuits in Fig. 3.2 and Fig. ?? can be implemented

fault-tolerantly. In fact, while the state preparation circuit for the [4, 2, 2] code requires an ancilla,

Fig. 3.2 shows that the Bacon-Shor code does not, since a single error can at worst propagate to

errors on the first and second qubit, or the third and fourth qubit. In both cases, these correspond

to performing a gauge operation that changes the state of the gauge qubit, which is irrelevant for

this code. The logical codeword |0L⟩ can thus be prepared through the initialization circuit shown

in Fig. 3.2.

Figure 3.2: Logical zero (|0L⟩) preparation circuit for the [[4, 1, 2]] Bacon-Shor code.

While a universal gate set is not transversally implementable on the Bacon-Shor subsystem

code (meaning that not all single-qubit logical gates can be decomposed entirely into combinations

of single-qubit phyical gates), it is possible to transversally implement the logical gates XL = X1X3,

ZL = Z1Z2, and HL = SWAP23H1H2H3H4. SWAP23, for our purposes, can be implemented just

by updating the labels of the qubits.
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3.4 Site-Counting

For another estimate of the threshold of this code, we will follow the site-counting argument

in [90, 91] closely. We will derive a bound on the logical error rate for an analytic prediction of

when we can expect an encoded algorithm to outperform its unencoded counterpart. As discussed in

both Sec. 3.2 and Sec. 3.5, we consider circuits consisting uniformly of XL, ZL and HL gates. These

require two, two and four physical gates (as noted previously, SWAP gates can be implemented by

relabeling qubits) respectively, so a circuit with T logical gates, will on average contain (2 + 2 +

4)T/3 = 8T/3 physical sites where an error can occur.

We assume perfect initialization of both the |0⟩ and |+⟩ states, perfect measurements and

no idle noise. While in principle these will contribute more infidelity to the logical circuit, the

contribution will be small. Using the initialization circuit in Fig. 3.2 with 3 CNOTs, we get NA = 6

locations in the logical state preparation circuit where errors can occur.

The stabilizer measurements require measuring IIXX and XXII, which both require 2

CNOTs and 1 Hadamard, contributing 10 locations for error, and measuring IIZZ and ZZII

requires 2 CNOTs, giving 8 locations for errors. Thus we have NB = 18 locations per stabilizer

measurement. A logical error only arises if more than one error occurs between measurements.

Using site-counting we find that the probability for a logical error, pl, in a circuit with M stabilizer

measurements, and N = 8
3T/(M + 1) physical gates between measurements is bounded as

1 − pl ≥ (1 −
(
NA +N

2

)
p2)(1 −

(
NB +N

2

)
p2)M , (3.2)

where p is the physical error rate. Additionally, we can bound the post-selection probability. For

each block of the circuit between stabilizers, a bound on the post-selection probability is given by

1− Sp where S is the number of sites per block, giving

pps ≥ (1− (NA +N)p)(1− (NB +N)p)M . (3.3)

For the unencoded circuit, we have that pu ≈ Tp. Finally, to compare the two, we will consider the

conditional probability of success. The resulting threshold for when the encoded circuit begins to
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outperform the unencoded circuit is shown in Fig. 3.3a. We can additionally use site-counting to

estimate the rejection probabilities as shown in Fig. 3.3b. In both cases, the result is qualitatively

similar - by repeatedly measuring stabilizers, the post-selection probability decreases exponentially,

however by measuring the stabilizers fewer times the post-selection probability increases, due to

the potential for errors to collude and become undetectable. In both cases, site-counting gives a

more conservative threshold than the numerics. This is due to the looseness of the union bound and

because our argument fails to account for benign errors. We could improve our bound by considering

benign errors, as in [91].

As in Sec. 3.5, we can estimate the optimal number of stabilizer measurements to perform for

each circuit depth. Taking the maximum of each curve in Fig. 3.3a we get (1, 2, 5, 10, 20, 15, 20,

16, 20, 28, 25) gates between stabilizer measurements for depths (1, 2, 5, 10, 20, 30, 40, 48, 60, 84,

100) respectively. The site-counting argument is overly pessimistic about the errors contributed by

the stabilizer measurements, and so is more sparing in their use, which can be seen by comparing

to the 15 logical gates between stabilizer measurements suggested by the numerics in Sec. 3.5.

3.5 Numerics

Elided.

3.6 Conclusion

Quantum error correction is a necessary step towards the development of large-scale quantum

computers. Quantum fault tolerance is the demonstration of a quantum error correction scheme

that is robust to errors in the error correction schemes themselves. Experimental platforms have

recently achieved impressive fidelities that put us near the range that we should consider small

quantum codes for both quantum memories and small demonstrations of fault tolerance. Indeed,

we have yet to see an unambiguous demonstration of improvement from fault tolerance. In this

paper, we have proposed a simple demonstration of fault tolerance that can be used to perform

encoded circuits.
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(a) (b)

Figure 3.3: (a) Error probability thresholds computed through site-counting. While the typical
value is an order of magnitude lower than in the case of the numerics, the shape of the bound is
qualitatively similar, showing an improved threshold with a nontrivial rate of intermediate measure-
ments. (b) Post-selection probabilities computed through site-counting, evaluated at the threshold.
We see that the results approach a fixed value when only one measurement is performed at the end.
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Through both numerics and a site-counting argument, we have shown that Pauli error rates for

short circuits (with a depth of five) as high as p = 0.03 are capable of demonstrating an improvement

of the encoded circuit over the unencoded circuit. Moreover, for deeper circuits (with a depth of

100), we find that performing more than one round of gauge measurements (one round per 15 logical

gates) provides a threshold error rate as high as p = 0.005, making experimental observation of the

threshold potentially realizable on superconducting and trapped ion platforms.

In our analysis, we have assumed that single- and two-qubit gates have similar error rates,

modeling two-qubit gates as being subjected to two single-qubit errors. However, state-of-the-art

quantum computing platforms have single-qubit error rates that are often smaller by at least an

order of magnitude. Nevertheless, the code considered in this paper encodes a single logical qubit.

Thus the natural quantity to compare against in a discussion of fault tolerance, and the one we

chose to compare against, is another single qubit physical error rate.

There are at least two natural extensions to this work. The first is considering two logical

qubits, each encoded in their own four-qubit Bacon-Shor code. In this case, the natural quantity to

compare against is the two-qubit gate infidelity, and in the analysis of the logical circuit one could

consider single-qubit gates as free. Then one would only count the two-qubit gates used in the state

initialization circuit, stabilizer measurements, and to perform entangling operations between the

two encoded qubits. This model makes the more realistic assumption of different error rates for

gates involving different numbers of qubits. This assumption is particularly relevant in trapped ion

systems where single-qubit gate infidelities are exquisitely small[6, 7].

The other straightforward extension of this work is to consider the [[9, 1, 3]] Bacon-Shor code.

This code also encodes a single logical qubit, but is distance three and therefore can correct one error.

Thus, rather than simply rejecting circuits as discussed in this paper, we can consider implementing

error-correcting circuits which should improve the threshold for deeper circuits.

While this work focused on an uncorrelated depolarizing noise model, an additional direction

of research is to consider more realistic noise models for trapped-ion and superconducting architec-

tures. However, we are finally reaching an exciting point in hardware where quantum codes can be
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implemented and have the ability to outperform bare physical qubit schemes, and are therefore on

the brink of scalability.



Chapter 4

Opportunities and Limitations in Broadband Sensing [97]

Abstract

Detecting a signal at an unknown frequency is a common task, arising in settings from dark

matter detection to magnetometry. For any detection protocol, the precision achieved depends on

the signal’s frequency and can be quantified by the quantum Fisher information (QFI). To study

limitations in broadband sensing, we introduce the integrated quantum Fisher information and de-

rive inequality bounds that embody fundamental trade-offs in any sensing protocol. Our inequalities

show that sensitivity in one frequency range must come at the cost of reduced sensitivity elsewhere.

For many protocols, including those with small phase accumulation and those consisting of π-pulses,

we find the integrated quantum Fisher information scales linearly with T . We also find protocols

with substantial phase accumulation that can have integrated QFI that grows quadratically with

T , and prove that this scaling is asymptotically optimal. These protocols may allow the very rapid

detection of a signal with unknown frequency over a very wide bandwidth. We discuss the implica-

tions of these results for a wide variety of contexts, including dark matter searches and dynamical

decoupling. Thus we establish fundamental limitations on the broadband detection of signals and

highlight their consequences.

4.1 Introduction

Quantum systems, from atoms to SQUIDs, can be excellent sensors. Indeed detecting weak

signals requires the consideration of quantum effects. Even better, entangled detectors are well-
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known to be more sensitive than their unentangled counterparts [98]. In practice, quantum sensors

have been used for dark matter searches, entanglement-enhanced magnetometry, microwave clocks,

and matterwave interferometers. [99–108].

The quantum Fisher information (QFI) captures the performance of a parameter estimation

protocol [109]. For a pure state parameterized by θ, ρθ := |ψθ⟩ ⟨ψθ|, the QFI is

J(θ) = 2Tr
[
(∂θρθ)

2
]
, (4.1)

[110]. The QFI tells us, via the Cramer-Rao bound [111], how well an unbiased estimator of θ

can approximate its true value. In particular, given m copies of |ψθ⟩ the variance of any unbiased

estimator θ̂ must satisfy Var(θ̂) ⩾ 1
mJ(θ) . This bound can be saturated, so the more quantum Fisher

information a protocol has, the better one can estimate θ [111].

We consider a coupling between the qubit and the signal as

H(t) = µB cos(ωt+ φ)Z, (4.2)

where µ is the magnetic moment of the qubit. For instance, we may wish to estimate the strength

of an AC magnetic field [112–120]. While we have included φ in the analysis in Eq. (4.7), we have

omitted it for convenience elsewhere.

To gather information about this Hamiltonian, we need to establish a protocol, which gener-

ically consists of preparing the sensing qubit in an initial state, applying a time-dependent control

sequence, and finally performing a measurement. The performance of a protocol will depend on the

frequency of the signal ω. For example, preparing |+⟩ followed by free evolution for time T and

measurement in the |±⟩ basis is optimal for ω = 0 but performs poorly for ω ≫ 1/T . In fact, we will

show that trade-offs in sensitivity at different frequencies are inevitable. We make this quantitative

by considering the integrated QFI (IQFI).

While this may be different than the integrated sensitivity of a single protocol, it provides

an analytically tractable method of analysis which is tight in many cases of interest, namely weak

fields and protocols consisting only of π−pulses. In general, a choice of protocol includes a choice
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of measurement basis, as defined above. In the majority of examples we consider in this paper, the

optimal measurement basis is frequency independent, so that the the optimization over the final

measurement in the definition of QFI can be ignored. By bounding this integral we formalize the

idea that there is a fundamental tension between having sensitivity in different frequency bands.

The longer we observe a signal, the more we can expect to learn about it. Thus, it is no surprise

that the IQFI will typically grow with the duration T of a protocol. In fact, we find a number of

constraints on how IQFI grows with T . First, we find that any protocol starting on the equator of

the Bloch sphere that involves only π-pulses has an IQFI of 2πζ2T , where ζ ≡ µ/ℏ is the inverse

gyromagnetic ratio of the system being used as a sensor [121]. Second, for an arbitrary protocol

with ζBT ≪ 1, the IQFI is close to 2πζ2T . Then we study a particular protocol that significantly

exceeds 2πζ2T — by continuously driving a spin with a transverse gX term, our protocol has a peak

sensitivity around 2g, with IQFI scaling quadratically with time. We further show that the IQFI

can not exceed quadratic scaling with time, so that this protocol is in a sense optimal. However,

the practical restriction to the small signal regime ζBT ≪ 1 is not uncommon, due in part to phase

ambiguities that may arise in the accrued phase if one begins to leave this regime.

Beyond signal estimation and detection, our results can be applied to better understand the

performance of dynamical decoupling [122–125]. Here we find that for many dynamical decoupling

protocols, the average (over the initial state) IQFI is at least linearly proportional to T . As a result,

dynamical decoupling can at best move the noise sensitivity of a qubit around in frequency space,

rather than eliminating sensitivity at all frequencies. This is reminiscent of the filter functions

discussed in [126] which considers CPMG sequences [127–129], a subset of the protocols considered

in this work.

We note that the setting under consideration is different from the waveform estimation stud-

ied in [130]. That work studied how to simultaneously estimate a large number of parameters

representing the full time series of a waveform. We consider the sensing problem of estimating a

single Fourier amplitude, i.e. the systems we consider couple to a monochromatic signal B cos (ωt).

The relative simplicity of this setting admits a global analysis of the performance of an arbitrary
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protocol at different frequencies.

4.2 Preliminaries

We consider Hamiltonians of the form Eq. (4.2), motivated by a spin-12 particle in a magnetic

field. We first consider estimation protocols composed of instantaneous, arbitrary unitary rotations

Pi followed by periods of free evolution. The choice of measurement at the end of the protocol is

assumed to be optimal in the sense that it maximizes the Fisher information of the resulting classical

probability distribution. For a state starting in the +1 X eigenstate, we have the final state

|ψ(T, ω,B)⟩ = UN−1(tN , tN−1)PN−1...U0(t1, t0)P0 |+⟩ , (4.3)

where tN = T and U(ti+1, ti) is the time evolution operator under the Hamiltonian in Eq. (4.2)

between times ti and ti+1.

Given Eq. (4.3), the QFI tells us how well we can estimate B. We write J(B|ω) to indicate

that Fisher information with respect to B will in fact depend on the signal frequency ω. Writing

|ϕ⟩ := ∂B |ψ(T, ω,B)⟩ and |ψ⟩ := |ψ(T, ω,B)⟩ the QFI can be expressed as [110, 131]

J(B|ω) = 4(⟨ϕ⟩ϕ+ Re{⟨ϕ⟩ψ2}). (4.4)

To understand the total sensitivity of a protocol across all frequencies we define the integrated QFI

(IQFI) for a protocol with total evolution time T as a

K(T ) =

∫ ∞

0
dωJ(B|ω). (4.5)

Statistically, one way of understanding the IQFI is as an unnormalized expected quantum

Fisher information (EQFI) for estimating a magnetic field amplitude at an unknown frequency

with a uniform prior. While there is no uniform distribution over the positive real line, because

the QFI vanishes at high frequencies, it is possible, in principle, to establish a cutoff at which

a Note that the integral in Eq. (4.5) always exists since the QFI is bounded and asymptotically we have J(ρω) ∼

(
∑N−1

i=0 Θi)
2 ∼ 1/ω2
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the IQFI is approximately an unnormalized expected quantum Fisher information. As we show in

Appendix 4.A.4, this cutoff is independent of time, and so can be varied independently of protocol

duration. While the EQFI is an interesting statistical quantity, because this equivalence is only

approximate, and because we are interested in a measure of how the total (unnormalized) bandwidth

sensitivity of a protocol changes with time, we consider the IQFI rather than the EQFI. One way

of understanding this distinction is that the former has units of time, while the latter has units of

time squared, and so they measure different physical quantities.

Nevertheless, it is possible to give an interpretation of our results in the Bayesian setting.

For the choice of a delta function prior, it is known that EQFI grows at most quadratically with

time [131]. In this work, however, we are interested in understanding the optimal performance of a

protocol given an arbitrary prior. We will show that the optimal performance for the uniform prior

is also quadratic in time, and thus for any prior quadratic scaling is also optimal.

To see this, consider the following integral where µ is the uniform prior, ξ is any other prior,

and Ω is some cutoff frequency beyond which the QFI and ξ are both negligible,∫ Ω

0
dξ(ω)J(B|ω) ⩽M

∫ Ω

0
dµ(ω)J(B|ω). (4.6)

In this equation M = max(ξ(ω))/µ0 where µ0 is the value of the uniform prior. Any error in this

expression is independent of time and can be suppressed by increasing Ω, and so we see that the

asymptotic behavior of the EQFI with a uniform prior provides an upper bound on the EQFI with

any prior.

4.3 Ramsey and π-pulse protocols

Within the family of control sequences consisting of instantaneous rotations interleaved with

free-evolution, we now consider Ramsey spectroscopy, where a qubit is prepared on the equator of

the Bloch sphere and allowed to freely precess. Defining Θ(ti+1, ti) = [sin (ωti+1 − sin (ωti]/(ℏω),

we find |ϕ⟩ = −iζΘ(T, 0) |ψ⟩ and Eq. (4.4) gives J(B|ω) = 4ζ2Θ2(T, 0). Defining ζ ≡ µ/ℏ, the IQFI
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follows as

K(T ) = 4ζ2
∫ ∞

0
dω

(sin (ωT + φ)− sin (φ))2

ω2
, (4.7)

= 2ζ2T (π − ln(4) sin (2φ)). (4.8)

If φ is unknown and therefore random in each experiment, averaging over φ gives K(T ) = 2πζ2T ,

but if φ is known and we wish to maximize the IQFI, we would lock the experimental sequence to

φ = 3π/4 to get K(T ) = 2ζ2T (π + ln 4). For convenience, in what follows we assume φ = 0.

Now consider a protocol applying π-pulses at times t1,. . . , tN = T . At time ti we apply either

X, Y or Z. Additionally, we can apply any unitary that leaves the expectation value of Z invariant

b. Then we have

K(T ) = 4ζ2
∫ ∞

0
dω(

N−1∑
i=0

Θ(ti+1, ti))
2

= 2πζ2T.

(4.9)

K(T ) was derived assuming that the system was initialized in the |+⟩ state. If we instead

integrate over all initial states we find that the average IQFI is given as 4πζ2T
3 . This average has

important implications for dynamical decoupling protocols based on π-pulses. It shows that for such

protocols a qubit must maintain a sensitivity to environmental noise over a substantial frequency

range. Indeed, in the presence of white noise any π-pulse protocol will leave the qubit equally

degraded by the noise. Specifically, we imagine that a qubit is subjected to a background power

spectrum of magnetic field noise fluctuations whose noise spectrum is flat. A lower bound on the

IQFI implies a lower bound on how much of this noise spectrum the qubit will experience, and

therefore on its decoherence. For noise with more structure, these protocols do not allow sensitivity

to noise to be eliminated, but can simply move that sensitivity to a frequency range where the

environmental noise is fairly low.

b Consider a π−rotation about the axis halfway between the X- and Y- axes, given by exp
{
(−i π

2
√
2
(X + Y )

}
)
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4.4 B=0 Bound

We now present an argument to bound K(T ) at B = 0, and approximately bound K(T )

for short times and weak magnetic fields. Consider protocols with initial state |ψ0⟩ and a control

Hamiltonian H0(t) in addition to the signal Hamiltonian H(t). We can then write |ψ(T, ω,B)⟩ =

UU |ψ0⟩, where U is the time evolution due to H0 and U is the interaction picture time-evolution,

given by

U = 1− iζB

∫ T

0
cos(ωτ)ZI(τ)dτ +O(B2), (4.10)

where we have used ZI(τ) to express Z in the interaction picture. Then we have

∂B |ψ(T, ω,B)⟩
∣∣∣
B=0

= −iζU
∫ T

0
cos(ωτ)ZI(τ)dτ |ψ0⟩ . (4.11)

Substituting into Eq. (4.4) and integrating, we find that the IQFI is at most 2πζ2T . For small B

and T , the next term on dimensional grounds should be O(B2T 3), since we can show the term linear

in B is zero. This dimensional analysis assumes that there are no other dimensionful quantities -

for instance, if the interpulse spacings are not functions of T , then there may be other terms. Thus

we find

K(T ) ⩽ 2πζ2T +O(ζ4B2T 3) (4.12)

The full proof is provided in Appendix 4.A.2. This shows that for small magnetic fields and short

times we should expect a roughly linear scaling of the IQFI.

4.5 Entangled probe advantage

From standard results [132, 133] we expect that entangled inputs can outperform this bound.

Indeed an n−qubit GHZ state

|GHZ⟩n =
1√
2
(|0⟩⊗n + |1⟩⊗n). (4.13)

accumulates phase n times more rapidly, so that an analogous argument gives an IQFI at B = 0 of

K(T ) = 2πn2ζ2T. (4.14)
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Conversely, product input states can be reduced to the single qubit example, since J(ρ⊗n) = nJ(ρ),

so that for n qubits starting in a product state, again with B = 0, we have

K(T ) ⩽ 2πnζ2T. (4.15)

So, while entanglement allows us to increase the coefficient in front of T , IQFI still increases linearly

with time.

4.6 Quadratic scaling of IQFI

We have seen that π-pulse protocols and protocols with BTζ ≪ 1 have IQFI that scales no

faster than 2πζ2T . Even an entanglement-enhanced protocol gives linear scaling of IQFI with T ,

albeit with an improved coefficient. We now study a simple protocol with IQFI scaling quadratically

in T .

We consider a continuous-time protocol which applies a transverse field, ℏgX, to the sensing

qubit. This gives a full Hamiltonian of

H(T ) = ℏgX + µB cos (ωT )Z. (4.16)

Assuming ω ∼ 2g, BTζ ≫ 1 and using the rotating wave approximation [134], we find

J(B|ω) ∼ (ζT )2

(1 + (ω−2g
Bζ )2)2

(4.17)

which we can integrate from ω = g to ω = 3g to get a lower bound of

K(T ) ≳ ζ2T 2

 g

1 + g2

ζ2B2

+ ζB tan−1

(
g

ζB

) . (4.18)

A detailed derivation is given in Appendix 4.A.3. Representative dynamics in this regime are shown

in Fig. 3 and 4 of [135].

In Fig. 4.2 we numerically study this protocol. We first approximate it by a discrete pulse-

based protocol, described by Eq. (4.3) and given by Trotterization, that intersperses instantaneous

rotations around the X-axis by periods of free evolution under the magnetic field. For time T , we



68
Bζ =0

Bζ =2π *(0.16) Hz

0.5 1 5 10

5

10

50

100

T (seconds)

K
(T

)ζ
-
2
H
z-
1

Figure 4.1: IQFI (K(T )) for usingXπ/2 pulses. Depending on the magnetic field strength we observe
a more rapid accumulation of IQFI. The dashed lines are ∼ T and ∼ T 2 scalings to guide the eye.
For non-zero magnetic field, we see that a crossover from quadratic to linear scaling occurs when
when BTζ ≪ 1 (where the perturbative results are valid).

can approximate evolution under Eq. (4.16) by m periods of free evolution of duration T
m separated

by rotations of angle Tπ
m about the X-axis. Indeed, in Fig. 4.1, we see quadratic scaling choosing

m = 2T . In Fig. 4.2 we compare the QFI of the m = T and m = 2T cases with the gX protocol

and a Ramsey protocol, where it is evident that both the m = 2T protocol and the gX protocol

accumulate IQFI more rapidly than the other two protocols. These discrete protocols with quadratic

scaling of IQFI have the property that the number of pulses scales with the total time of the protocol.

In fact, this is necessary, as we will now see.

Consider a protocol with N pulses Pi applied between periods of free evolution Ui. Because

⟨ψ⟩ψ = 1, ∂B ⟨ψ⟩ψ = 0, we have ⟨ϕ⟩ψ = −⟨ψ⟩ϕ. This means that Re(⟨ϕ⟩ψ) = 0, and so ⟨ψ⟩ϕ2

has real part that is non-positive. Thus from Eq. (4.4) we see

J(B|ω) ⩽ 4 ⟨ϕ⟩ϕ. (4.19)

We see that ⟨ϕ⟩ϕ = ζ2
∑N

i,j ΘiΘjVij = ζ2ΘTVΘ, where Θ is a vector whose ith entry is

Θi ≡ Θ(ti+1, ti). V is an N ×N complex matrix with entries of norm at most 1, so its eigenvalues

have norm at most N . We thus find

K(T ) =
∫∞
0 dωJ(ω) ⩽ 4

∫∞
0 dω ⟨ϕ⟩ϕ (4.20)

= 4ζ2
∫∞
0 dωΘTVΘ ⩽ 4ζ2

∫∞
0 dωN |Θ|2 = 2πNζ2T.
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(a) (b) (c) (d)

Figure 4.2: QFI as a function of frequency for some protocols considered in this paper, for different
protocol times T [(a) T = 2, (b) T = 4, (c) T = 6, and (d) T = 8 seconds], with Bζ = 1 Hz.
Ramsey has a large DC QFI, as expected, and very little ability to detect any AC signal. π-pulses,
on the other hand, can be used to measure signals at higher frequencies, as might be expected from
spectroscopy techniques such as CPMG. The gX protocol, with g = 2π × 1

4Hz in this example, is
seen to be sensitive near 2g. Moreover, it is seen to be sensitive over a broad bandwidth. The
π-protocol shown here consists of π rotations about the X axis, at each integer value of time. The
π/2-protocol consists of π/2 rotations about theX axis, every half second. Similar to the π-protocol,
the π/2-protocol has AC sensitivity, as well as more broadband sensitivity.
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We will now see that the bound Eq. (4.20) can be used to show that the IQFI can scale at most

quadratically with time, so that up to a constant the IQFI of the gX protocol grows as rapidly as

possible in time.

A continuous-time protocol involves a control Hamiltonian G that gives a total Hamiltonian

of the system

H(t) = ℏG(t) + µB cos(ωt)Z. (4.21)

We can Trotterize this evolution into a discrete sequence [136] like those considered in proving

Eq. (4.20). Then, by linearity of the derivative we can constrain the derivative of the Trotterized

evolution to be close to the actual derivative. Using U(t) to refer to the continuous time protocol,

and ϵ̂′′(t) = ∂BU(t)− ∂BU
′(t), we see from Eq. (4.19),

J(ω) ⩽ Jd(ω) + 8Re(
〈
+|ϵ̂′′(T )†(∂BU ′(T ) + 4ϵ̂′′(T ))|+

〉
),

where we have used Jd(ω) to denote the QFI of the protocol given by U ′(t). As we show in

Appendix ??, this gives a bound of

K(T ) ⩽
2πζ2T 2

δt
+ α(δt,Ω, µB, ℏ||G||)T 2,

where ||G|| is maximum spectral norm of the control, maxt⩽T ||G(t)|| and α is a function that controls

the error in approximating the IQFI of the continuous protocol by the IQFI of the Trotterization.

Crucially it does not depend on T . This proves that K(T ) scales at most quadratically in time.

Thus, our examples with quadratic scaling are asymptotically optimal in the amount of IQFI they

accumulate. This bound can be extended to consider both entangled probes and separable probes

as shown in Appendix 4.A.4, and thus establishes a fundamental limit on the broadband sensitivity

of detectors.

4.7 Conclusions

The QFI provides an ultimate bound on how well a quantity can be estimated, in our case

the amplitude of a sinusoid with fixed frequency. Integrating the QFI over all frequencies, we found
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fundamental limits on the broadband performance of quantum sensors. For tasks such as axion

detection [137], this implies that spectral sensitivity is a scarce resource that needs to be carefully

considered when designing metrological protocols. While conventional spectroscopy protocols such

as Ramsey interferometry and CPMG [127, 128] consist only of π-pulses, and therefore linearly

accumulate IQFI, we found both continuous and discrete protocols that quadratically increase this

accumulation. Moreover, we have shown that this is asymptotically the largest scaling one can

achieve.

We have seen that there are protocols with IQFIs that scale as both O(ζ2T ) and O(ζ3BT 2),

but which is better? It depends—if the goal is sensitivity to a wide range of frequencies, O(ζ3BT 2)

may allow the protocol to work over a wider frequency band. If the goal is sensitivity to a very

narrow frequency range, O(ζ2T ) protocols may have support over a small band. Thus, we may see

enhancements when searching for a weak signal over a wide frequency range. In such a setting,

long integration times could give a quadratic enhancement of the accumulated QFI compared to

the O(ζ2T ) protocols.

Additionally if Td is a characteristic decoherence time of the system, then we are practically

constrained to T < Td. Thus for B ≪ 1/(ζTd) and fixed Td, we also find ζBT ≪ 1. In these

contexts, our results show that sensing should be expected to be limited by the bound of 2πζ2T .

Physically, this corresponds to when the peak angular excursion of the Bloch vector is much less

than π. For weak fields, if we can sense for long times so that ζBT ≪ 1, then we can accumulate

quadratically more IQFI.

The gX protocol is sensitive to frequencies around 2g, making it an excellent candidate for

broadband detection around a particular frequency. It is an open question how to design optimal

metrological protocols with sensitivity spread evenly over wide bands. Techniques like GRAPE

[138] may be useful for this task [139].

Many dynamical decoupling protocols consist solely of π-pulses (e.g., [140]). Such techniques

may be described by Eq. (4.3). Consequently, our results show these decoupling strategies are

fundamentally limited - while they can move noise sensitivity, they cannot remove it. We leave
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open whether such bounds apply to arbitrary protocols.

Our key conceptual contribution is the idea that IQFI can be used to understand the trade-

offs inherent in broadband sensing. In some cases, this metric provides a conservation law that

can be summarized by the slogan “no free QFI”. In particular, in the case where the interaction

picture operator being sensed (ZI(t)) commutes with itself at all times and in the small signal limit

(ζBT ≪ 1) we showed that QFI at one frequency ultimately comes at the cost of less QFI at another

frequency. This is also true for sequences consisting only of π pulses, when the sensor state begins

on the equator. Moreover we have shown that for any protocol there is a limited amount of IQFI

that can be accumulated. This demonstrates that while broadband sensing is possible, there is an

upper limit on how wide the bandwidth of a given protocol can be if one desires a certain sensitivity.

We do not currently know if other classes of control protocols yield strict conservation laws, and we

leave this to future work.

The bounds on IQFI that we have found on single qubit initial states can be extended, via

Eq. (4.15), to arbitrary separable states due to the additivity and convexity of the QFI [141, 142]. As

Eq. (4.15) applies only to separable probe states, we can think of it as a kind of standard quantum

limit that cannot be exceeded without entanglement. Indeed, we see that an n-qubit cat state can

significantly exceed the 2πnζ2T performance of unentangled π-pulse-based protocols. This points

to the possibility of using IQFI as a form of entanglement witness, so that the quantum Fisher

information at any particular frequency may be consistent with a separable state but the breadth

of such sensitivity can only be explained by an entangled state. In general, however, we find that

the quadratic-in-time asymptotic upperbound of the IQFI holds for both separable and entangled

probes. Finally, another interesting open question is if other transformations of QFI spectra might

generate new insights into broadband sensing limitations.
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4.A Appendix

4.A.1 Derivation of Average IQFI for Instantaneous π-Pulses

Using the identity

[A,UBU †] = U [U †AU,B]U † (4.22)

we find the N-pulse QFI is given by

J(ω) = −2Tr
(([

U †
0P

†
0U

†
1P

†
1 ...U

†
N−1P

†
N−1ZPN−1UN−1...P0U0,

X

2

]
ΘN−1 + ...+

[
Z,
X

2

]
Θ0

)2)
Integrating over all frequency and using the orthogonality condition∫

dωΘiΘj = 2π(ti+1 − ti)δij , (4.23)

we see that when this square is integrated this will sum to be 2πT , so that for a protocol starting

in the |+⟩ state and using only π-pulses we find

K(T ) = 2πT. (4.24)

We can also average over the input state, denoted with angle brackets ⟨·⟩, to find

⟨K(T )⟩ = 1

4π

∫ 2π

0
dβ

∫ π

0
dα sin (α)2πζ2T sin2 α, (4.25)

where one copy of sin comes from the integration measure, and two copies come from the off-diagonal

element of the density matrix. This gives the result from the main text,

⟨K(T )⟩ = 4ζ2π

3
T. (4.26)

4.A.2 Perturbative Expansion to O(B2)

Elided.
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4.A.3 Derivation of the IQFI under the Rotating Wave Approximation

Elided.

4.A.4 Bound on IQFI of Continuous Protocols

As in the main text, consider a sensing protocol defined by a time-dependent control G(T ).

In particular, the full Hamiltonian we are considering is

H(T ) = ℏG(T ) + µB cos (ωT )Z. (4.27)

We can Trotterize the evolution into a discrete sequence [136], which will look like those considered

in the proof above, with some step size δt. The evolution will be

U ′(T ) = T ei
∫Nδt
(N−1)δt dtG(t)

eiζBΘNZ · · · T ei
∫ δt
0 dtG(t)eiζBΘ1Z +O(δt2) (4.28)

with Θk = [sin (ωkδt) − sin (ω(k − 1)δt)]/(ℏω), Nδt = T , and where T denotes the time-ordering

operator, which is necessary because in general G(t) will not commute with itself at all times. The

number of pulses, N , in the discrete protocol described in Eq. (4.28) gives, to zeroth order,∫
dωJc(ω) ⩽

2πζ2T 2

δt
, (4.29)

for all δt. There are however error terms from the Trotter expansion that we need to propagate

through the IQFI - this is what we will do now. By linearity of the derivative operator we can

also constrain the derivative of the Trotterized evolution to be close to the derivative of the actual

evolution. In particular, we have that

U(T ) = U ′(T ) + ϵ̂′(T ) (4.30)

∂BU(T ) = ∂BU
′(T ) + ϵ̂′′(T ) (4.31)
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where ϵ̂′′(T ) = ∂B ϵ̂
′(T ) is the B derivative of the error term in the Trotter expansion. Then we see

from Eq. (4.19),

Jc(ω) ⩽ Jd(ω) + 4(
〈
+|ϵ̂′′†(T )∂BU ′(T ) + ∂BU

′†(T )ϵ̂′′(T )|+
〉
+
〈
+|ϵ̂′′(T )†ϵ̂′′(T )|+

〉
) (4.32)

= Jd(ω) + 8Re(
〈
+|ϵ̂′′(T )†∂BU ′(T )|+

〉
) + 4

〈
+|ϵ̂′′(T )†|ϵ̂′′(T )|+

〉
). (4.33)

We will analyze the integrals of the error terms piecewise, first up to a frequency Ω > 0. The

derivative of the first order Trotterized evolution defined above is

∂BU
′(T ) = −iζ

N−1∑
j=0

ΘjP0U0...PjZUj ...PN−1UN−1. (4.34)

Noting that |Θk| ⩽ 2T/N for a uniformly spaced pulse sequence, this gives

||
∫ Ω

0
ϵ̂′′(T )(− iµ

ℏ
)
N−1∑
j=0

ΘjP0U0...PjUj ...Pn−1Un−1|| (4.35)

⩽
µ

ℏ
maxω<Ω||ϵ̂′′(T )||

∫ Ω

0

N−1∑
j=0

|Θj |||P0U0...PjUj ...Pn−1Un−1|| (4.36)

⩽
µ

ℏ
maxω<Ω||ϵ̂′′(T )||

∫ Ω

0

N−1∑
j=0

2T/N (4.37)

=
2µ

ℏ
maxω<Ω||ϵ̂′′(T )||ΩT, (4.38)

Similarly,

4

∫ Ω

0
||ϵ̂′′(T )†ϵ̂′′(T )|| ⩽ 4maxω<Ω||ϵ̂′′(T )||2Ω (4.39)

where the maximum is over ω on which the error term implicitly depends. Then we have, for

the last two terms in Eq. (4.33)

8||
∫ ∞

0
Re(ϵ̂′′†(T )∂BU

′(T ))|| ⩽ 16µ

ℏ
ΩTmaxω<Ω||ϵ̂′′(T )||+ ||

∫ ∞

Ω
8Re(ϵ̂′′†(T )∂BU

′(T ))||, (4.40)

and

4

∫ ∞

0
||ϵ̂′′(T )†ϵ̂′′(T )|| ⩽ 4maxω<Ω||ϵ̂′′(T )||2Ω+ 4

∫ ∞

Ω
||ϵ̂′′(T )†ϵ̂′′(T )||. (4.41)
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ϵ̂′′(T ) is at worst proportional to T , since the error in a time step δt is independent of T (it’s

proportional to ||[ℏG(t), µB cos (ωt)Z]||δt2), and there are N = T/δt times steps. Furthermore

||∂BU ′(T )|| = ||−iµ
ℏ
∑
j

ΘjP1U1...PjUj ...PnUn|| ⩽ µN/(ℏω) = µT/(δtℏω), (4.42)

so we need only understand ||ϵ̂′′(T )|| at high frequency, where || · || is the spectral norm. To this

end, consider the error in time step δt given in [143] as U ′(tk, tk−1)F (tk, tk−1), where U ′(a, b) is the

Trotterized evolution from time a to time b and

F (tk, tk−1) =

∫ tk

tk−1

C(v, tk−1)F (v, tk−1)dv (4.43)

C(tk, tk−1) = exp

{
(i

∫ tk

tk−1

G(s)ds)

}† ∫ tk

tk−1

du exp

{
(i

∫ u

tk−1

A(s)ds)

}†

(4.44)

×[A(u), ℏG(tk)] exp

{
(−i

∫ u

tk−1

A(s)ds)

}
exp

{
(−i

∫ tk

tk−1

G(s)ds)

}
, (4.45)

where A(s) = µB
ℏ cos (ωs)Z. Thus, to lowest order in 1/ω,

exp

{
(−i

∫ u

tk−1

A(s)ds)

}
= exp{(iBZ(cos (ωu)− cos (ωtk−1))/ω)}

≈ I − i
µB

ℏ
Z(cos (ωu)− cos (ωtk−1))/ω

(4.46)

so that the relevant integrals over u are ∫ tk

tk−1

du cos (ωu) = (sin (ωtk)− sin (ωtk−1))/ω (4.47)∫ tk

tk−1

du cos (ωu)(cos (ωu)− cos (ωtk−1)) (4.48)

= (2δtω + sin (2tk−1ω)− 4 cos (tk−1ω) sin ((tk−1 + δt)ω) + sin (2(tk−1 + δt)ω))/(4ω) (4.49)
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Plugging these in we find

C(tk, tk−1) =
µB

ℏ
((sin (ωtk) (4.50)

− sin (ωtk−1))/ω)(exp

{
(i

∫ tk

tk−1

ℏG(s)ds)

}†

[Z, ℏG(tk)] exp

{
(−i

∫ tk

tk−1

ℏG(s)ds)

}
) (4.51)

+
i2ζ2B2

4ω2
((2δtω + sin (2tk−1ω)− 4 cos (tk−1ω) sin ((tk−1 + δt)ω) + sin (2(tk−1 + δt)ω)) (4.52)

×(exp

{
(i

∫ tk

tk−1

ℏG(s)ds)

}†

Z[Z, ℏG(tk)] exp

{
(−i

∫ tk

tk−1

ℏG(s)ds)

}
) (4.53)

+(exp

{
(i

∫ tk

tk−1

ℏG(s)ds)

}†

[Z, ℏG(tk)]Z exp

{
(−i

∫ tk

tk−1

ℏG(s)ds)

}
))))), (4.54)

where we have only kept the lowest order correction terms. By inspection, we see that there is

no way for a T dependence to enter for higher order terms, and moreover we see that for ω large

enough (Ω >> µB/ℏ) the terms are both integrable over ω and arbitrarily small. We are interested

in N times the B-derivative of this error, where the extra factor of N is because the total error

accumulates at worst as N times the step-wise error. But now we are done, since this shows that

for all ϵ > 0 there is an Ω(||G||, B, δt) such that in total we have a bound of∫
dωJc(ω) ⩽

2πζ2T 2

δt
+ (c(ℏ||G||, µB, δt) + ϵ(ℏ||G||, µB, δt))T 2 =

2πζ2T 2

δt
+ α(ℏ||G||, µB, δt)T 2,

(4.55)

where we’ve denoted two parts in the coefficient of the second term - one coming from the lowest

order contribution to the right tail of the QFI, and one coming from the inaccuracy in this ap-

proximation. So in total we see that
∫
dωK(T ) ∈ O(T 2). We see furthermore that this argument

generalizes to arbitrary entangled probes. The B−derivative of the time evolution is maximized on

entangled inputs and contributes a factor of n, the number of qubits. To see this, note Eq. (4.34)

for n qubits is instead

∂BU
′(T ) = −iζ

N−1∑
j=0

k=n−1∑
k=0

ΘjP0U0...PjZ
(k)Uj ...PN−1UN−1, (4.56)

where the new index (k) denotes the Z operation on the kth qubit, and the other operators are

generalized to their natural multi-qubit counterparts. Similarly, the Trotter error has a factor of n
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because it is proportional to the sum of Z(k), and so the B−derivative of the Trotter error also is

proportional to n. Because both terms in the QFI are quadratic in |ϕ⟩ we find a factor of n2 as in

the GHZ state example, giving a total bound of
∫
dωK(T ) ∈ O(n2T 2) for n qubits.



Chapter 5

Noisy Reservoir Computation [144]

5.1 Abstract

In this note we extend the definition of the Information Processing Capacity (IPC) by

Dambre et al [145] to include the effects of stochastic reservoir dynamics. We quantify the

degradation of the IPC in the presence of this noise.

[1] Dambre et al. Scientific Reports 2, 514, (2012).

5.2 Reservoir Computation

In the traditional framework of a classical reservoir computer, [146] one considers a dynamical

system observed at discrete time-steps t = 0, 1, 2, . . ., with internal states s(t) ∈ Rn, driven by inputs

U(t) ∈ Rd. The reservoir dynamics are then encompassed by the dynamical update rule

s(t) = F
(
s(t− 1),U(t)

)
, (5.1)

from which m outputs xk(t) ∈ R with k ⩽ m ⩽ n, can be constructed from the reservoir as

xk(t) = G
(
s(t),U(t)

)
. (5.2)

These outputs can then be utilized to approximate a target function y(t) ∈ R, via a supervised

learning scheme.

Specifically, we first define the concatenated h-step sequence of recent inputs U−h(t) = [U(t−

h + 1),U(t − h + 2), . . . ,U(t)]. While we may use the reservoir to learn a function of time, the
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reservoir outputs themselves can be approximated by maps xhk : U−h(t) 7→ R. In particular, this

is because we require that the reservoir satisfies the fading memory property [145]. A dynamical

system has fading memory if, for all ϵ > 0, there exists a positive integer h0 ∈ N, such that for all

h > h0, for all initial conditions, and for all sufficiently long initialization times T ′ > h, the xk(t)

at any time t ⩾ 0 are well-approximated by functions xhk :

E(xk(t)− xhk [U
−h(t)])2 < ϵ (5.3)

where the expectation is taken over the t+ T ′ previous inputs.

The signals xk(t) can used to construct estimators (denoted with hats) of y(t)

ŷw(t) = wTX(t), (5.4)

where w is a vector of weights, and X(t) is the vector whose entries are xk(t).

Characterizing the learning capabilities of a dynamical system requires analyzing it in a

learning-task independent manner. We do so by utilizing a quantity known as the information

processing capacity (IPC) [145]. We first define the capacity to reconstruct some arbitrary signal y

as

CT [y] = 1−min
w

⟨(ŷw − y)2⟩T
⟨y2⟩T

, (5.5)

where ⟨χ⟩T = 1
T

∑T
t=1 χ(t) denotes a time average. Then for a complete and countably infinite set

of basis functions {y1, y2, . . .} for the Hilbert space of functions with fading memory [145], the IPC

of a dynamical system is given as

IPC = lim
D→∞

lim
T→∞

D∑
ℓ

CT [yℓ] ⩽ n. (5.6)

Intuitively, the IPC can be thought of as a normalized measure of the size of the subspace of

functions learnable by the dynamical system. Here the basis set should be ordered in some sense

by the complexity (e.g., the polynomial degree and the memory time h) of the basis functions. The

numerical estimate of the IPC requires defining a probability measure over all possible sequences of

inputs (thus promoting U(t) to a random process with measure ξ) and truncating the basis set at

some sufficiently high, but finite cutoff.
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5.3 Noisy Reservoir Computation

In this section we extend the ideas from Sec. 5.2 and the formula for the IPC in [145] to

describe the performance of a reservoir in the presence of noise. The internal state and readouts

(s(t),X(t)), thus evolve stochastically, even for a fixed input sequence. Formally, what this means

is that in the following, X(t) and U(t) are random variables with probability measures η and ξ.

Furthermore, because the state of the reservoir is a function of the input to the reservoir, we have

that in general X(t) is conditioned on all past U(t).

In what follows, we use the overline A to denote the expectation value of some variable A over

the input signal distribution η. We use ⟨A⟩ to denote expectation values of A over the reservoir noise

distribution ξ. We have otherwise suppressed the notational dependence on U(t) in this analysis.

We find that the IPC is

IPC ≤ Tr
(
(I + Q̃ξ)

−1
)

(5.7)

=
n∑
k=1

1

1 + σ̃2k
≤ n, (5.8)

where I is the identity matrix and Q̃ξ measures the normalized reservoir output noise covariance.

This is by design a positive (semi-)definite matrix whose eigenvalues we denote as {σ̃2k : k = 1, . . . , n}

and which are the generalized reservoir noise variances. Thus IPC = n only occurs when Q̃ξ = 0

is the trivial matrix, demonstrating that noise strictly decreases the achievable IPC of a reservoir

computer of given (output) size n. In the following derivation of the inequality (5.7) we assume

that the average reservoir outputs ⟨X⟩ (i.e, averaged over the reservoir noise) satisfy

Qη := ⟨X⟩⟨X⟩T > 0. (5.9)

We will designate this assumption as the full signal rank condition. We note, however, that this

only simplifies the analysis, and that the result is correct even when the condition does not hold.

We revisit this case at the very end of our discussion.
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5.3.1 Proof

We limit our proof to the finite case of a truncated basis set (of size D). A common quantity

to consider in any regression analysis is the expected squared error, J , between the predictions made

by the model and the data. Thus we start by defining the expected squared reconstruction error

J =

〈
D∑
ℓ=1

n∑
k=1

(yℓ(t)− xk(t)wkℓ)2

〉

=

〈
D∑
ℓ=1

n∑
k=1

(yℓ(t)− xk(t)wkℓ)(yℓ(t)− wkℓxk(t))

〉

= ⟨(Y T −XTW)(Y − WTX)⟩

= Tr ⟨(Y − WTX)(Y T −XTW)⟩, (5.10)

where here vectors are column vectors, and transposes are row vectors. In particular, Y ∈ RD×1,

W ∈ Rm×D are the vector of estimated signals and weight matrix, respectively, and X ∈ Rm×1

is defined as before. We have chosen the convention for WT so that WTX is an estimator of the

target functions.

In this notation we have suppressed and will continue to suppress the dependence on time,

so that Y := Y (U−h(t)) are target functions of the finite-sequence inputs U−h(t), and will be

approximated in this scheme by linear functions of the measured outputs X := X(t). That is, the

goal is to find a weight matrix W such that WTX ≈ Y . For computing the IPC, we will take

Y (U−h(t)) to constitute a complete basis of functions on the finite input sequences, as in Eq. (5.6).

Differentiating Eq. (5.10) with respect to W then gives

∇WJ = ∇W⟨XTWWTX − Y TWTX −XTWY ⟩

= ∇W Tr
(
⟨XTWWTX − 2XY TWT ⟩

)
= 2⟨XXT ⟩W − 2⟨XY T ⟩, (5.11)
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allowing us to solve for W via the first order optimality condition ∇WJ = 0 as

W∗ = ⟨XXT ⟩+⟨XY T ⟩ (5.12)

where A+ denotes the Moore-Penrose pseudo-inverse of A. Under the full signal rank condition

(5.9) this is a proper inverse.

Defining the reservoir output noise as

∆X := X − ⟨X⟩, (5.13)

allows decomposing the output into its deterministic and its noise part X = ⟨X⟩+∆X. With this,

we find

⟨XXT ⟩ = ⟨X⟩⟨X⟩T︸ ︷︷ ︸
Qη

+ ⟨∆X∆XT ⟩︸ ︷︷ ︸
Qξ

(5.14)

+ ⟨X⟩ ⟨∆XT ⟩︸ ︷︷ ︸
0

+ ⟨∆X⟩︸ ︷︷ ︸
0

⟨X⟩T

= Qη + Qξ, (5.15)

i.e., we can decompose this second moment matrix into the second moment matrix of the determin-

istic output signal Qη and the noise covariance Qξ.

Under the full signal rank condition (5.9), we can perform a spectral decomposition

⟨X⟩⟨X⟩T = V DV T with positive definite, diagonal matrix D and an orthogonal matrix V and

factor the second moment matrix as

⟨XXT ⟩ = V D
1
2

(
I + Q̃ξ

)
D

1
2V T (5.16)

where we have defined

Q̃ξ := D− 1
2V TQξV D− 1

2 = ⟨∆X̃∆X̃T ⟩. (5.17)

X̃ in turn is related to the above diagonalization of the deterministic second moment matrix

⟨X⟩⟨X⟩T , corresponding to a basis change for the outputs

X̃ = D− 1
2V TX ⇔ X = V D

1
2 X̃. (5.18)
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We can use this same transform to re-express the overlap matrix

CXY = ⟨XY T ⟩ = ⟨X⟩Y T (5.19)

= V D
1
2 ⟨X̃⟩Y T = V D

1
2CX̃Y .

Substituting W∗ back into J and transforming to the normalized outputs gives

J(W∗) = Tr ⟨Y Y T − 2Y XTW∗ +WT
∗ XXTW∗⟩

= Tr

(
⟨Y Y T ⟩ − CT

X̃Y

(
I + Q̃ξ

)−1
CX̃Y

)

= D − Tr

(I + Q̃ξ

)−1
CX̃YCT

X̃Y︸ ︷︷ ︸
≤I

 ≥ D − n (5.20)

We note that the trace in the last line is over the reservoir output indices k = 1, 2, . . . , n whereas

the previous lines have traces over the basis set l = 1, 2, . . . , D. Finally, our claim follows from the

Cauchy-Schwarz inequality and the fact that TrAB ≥ 0 for positive semi-definite A,B ≥ 0. Also

note that under the full signal rank condition we have limD,T→∞ CX̃YCT
X̃Y

→ I, where in typical

physicist fashion we ignore the subtleties around how to carefully take the infinite limits.

For a simple example, consider a deterministic reservoir with orthonormal outputs, i.e. Qη =

I. By introducing Gaussian noise on the outputs with covariance matrix Σ, the IPC is bounded

exactly as in Eq. (5.7), giving

IPC ⩽
n∑
k=1

1

1 + σ2k
, (5.21)

where σ2k are the eigenvalues of Σ, since Qη = I implies Q̃ξ = Qξ = Σ. While we have specified

that the noise is on the outputs of the reservoir, our derivation shows that the result is the same

independent of whether the noise is added to the outputs or is internal to the reservoir.

Finally, note that this proof can easily be extended to the case without the full signal rank

condition (5.9). E.g., if the second signal moment has only rank ñ < n, then it requires replacing

D− 1
2 with its pseudo-inverse version (D

1
2 )+ and some special care needs to be taken when canceling

(D
1
2 )+D

1
2 = Iñ where Iñ is a diagonal matrix with ñ ones on its diagonal (and otherwise only zeros).

Also, note that in this case the overlap matrix CXY has rank ≤ min (ñ,D), which implies that for
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our optimal weights W∗ we are only sensitive to those output noise contributions that are in the

linear span of the expected output signals. In particular, the noise covariance then generalizes to

Q̃ξ := (D
1
2 )+V TQξV (D

1
2 )+ = ⟨∆X̃∆X̃T ⟩ (5.22)

which may have lower rank than Qξ.



Chapter 6

A Theory of Direct Randomized Benchmarking [147]

6.1 Abstract

Randomized benchmarking (RB) protocols are widely used to measure an average error rate

for a set of quantum logic gates. However, the standard version of RB is limited because it only

benchmarks a processor’s native gates indirectly, by using them in composite n-qubit Clifford gates.

Standard RB’s reliance on n-qubit Clifford gates restricts it to the few-qubit regime, because the

fidelity of a typical composite n-qubit Clifford gate decreases rapidly with increasing n. Furthermore,

although standard RB is often used to infer the error rate of native gates, by rescaling standard

RB’s error per Clifford to an error per native gate, this is an unreliable extrapolation. Direct RB is a

method that addresses these limitations of standard RB, by directly benchmarking a customizable

gate set, such as a processor’s native gates. Here we provide a detailed introduction to direct

RB, we discuss how to design direct RB experiments, and we present two complementary theories

for direct RB. The first of these theories uses the concept of error propagation or scrambling in

random circuits to show that direct RB is reliable for gates that experience stochastic Pauli errors.

We prove that the direct RB decay is a single exponential, and that the decay rate is equal to

the average infidelity of the benchmarked gates, under broad circumstances. This theory shows

that group twirling is not required for reliable RB. Our second theory proves that direct RB is

reliable for gates that experience general gate-dependent Markovian errors, using similar techniques

to contemporary theories for standard RB. Our two theories for direct RB have complementary

regimes of applicability, and they provide complementary perspectives on why direct RB works.
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Together these theories provide comprehensive guarantees on the reliability of direct RB.

6.2 Introduction

Reliable, efficient, and flexible methods for benchmarking quantum computers are becoming

increasingly important as 5-50+ qubit processors become commonplace. Isolated qubits or coupled

pairs can be studied in detail with tomographic methods [148–150], but tomography of general n-

qubit processes requires resources that scale exponentially with n. Randomized benchmarking (RB)

methods [151–165] were introduced partly to avoid the scaling problems that afflict tomography.

RB avoids these scaling problems because, in the most commonly used RB protocols [154, 155, 160],

both the necessary number of experiments [166] and the complexity of the data analysis [155] are

independent of n. RB methods efficiently estimate a single figure of merit—the average infidelity of

a gate set—by (i) running random circuits of varied depths (d) that should implement an identity

operation, (ii) observing the probability that the input is successfully returned (Sd) versus d, and

then (iii) fitting this data to an exponential. The decay rate of this exponential (r) is an estimate

of the gates’ average infidelity.

However, many RB methods have a different scaling problem, introduced by a gate compi-

lation step. Most RB protocols benchmark an n-qubit gate set that forms a group [154–164], so

that they can use group twirls as their theoretical foundations. But a quantum processor’s native

operations do not normally form a group. Instead, subsets of a processor’s native gates can be

used to generate a variety of different groups (e.g., the unitary group, the Clifford group, the

Pauli group, etc). This is a problem for implementing group-based RB methods because, for many

n-qubit groups, the number of basic gates required to implement a typical group element is very

large, meaning that many group elements can only be implemented with low fidelity.

The standard RB protocol—which we will call “Clifford group RB”—benchmarks the n-qubit

Clifford group [154, 155], estimating an error rate (r) that corresponds closely to the average infi-

delity of a gate from the n-qubit Clifford group [168, 169]. This protocol runs random sequences of

d+2 composite gates from that group (see the upper circuit in Fig. 6.1), with a variable benchmark
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Figure 6.1: An illustration (adapted from [167]) comparing the varied-length random circuits used
in the standard RB protocol of Magesan et al. [154, 155] (“Clifford group RB”) and the streamlined
direct RB protocol that was introduced in [167] and that we investigate further here. Direct RB can
be implemented on almost any n-qubit gate set (a set of circuit “layers” or “cycles”) that generates
a unitary 2-design. The case shown here is when that gate set is a set of Clifford gates (cnot,
Hadamard, and the phase gate) that generate the n-qubit Clifford group. The circuits of direct RB
can be shallower than those of Clifford group RB (e.g., consider the case of d = 0 in each circuit),
allowing for RB on more qubits.

depth (d, with d ⩾ 0). The first d+1 gates are sampled uniformly from the Clifford group, and the

last gate is selected to invert the proceeding d+1 gates. For a single qubit there are only 24 Clifford

gates, so each Clifford gate can typically be compiled into a short sequence of native gates. But the

Clifford group grows quickly with the number of qubits n: there are 2O(n2) n-qubit Clifford gates

[170, 171], and a single typical n-qubit Clifford gate can be compiled into no fewer than O( n2

logn)

one- and two-qubit gates [172–174]. This means that the fidelity of a random Clifford gate degrades

rapidly with n for a fixed quality of one- and two-qubit gates, i.e., r → 1 quickly with increasing n.

This makes it infeasible to reliably estimate Clifford group RB’s error rate r on many qubits—even

with very high fidelity one- and two-qubit gates—because as n increases even the shortest Clifford

group RB circuits (d = 0, corresponding to a random n-qubit Clifford gate and its inverse) typically

have such small success probabilities that they cannot be distinguished from 1
2n with a reasonable

number of circuit repetitions (see Fig. 6.2). Indeed, one- and two-qubit Clifford group RB has

been widely implemented [175–188] but we are aware of only two publications presenting Clifford

group RB experiments on more than two qubits [189, 190], and none presenting Clifford group RB

experiments on six or more qubits.
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An alternative to Clifford group RB is to benchmark a gate set that is a smaller group [156–

159, 161, 163], enabling group elements to be implemented with fewer native gates. The gate

compilation overhead can then be reduced from Clifford group RB, but often at a cost—the data

analysis and the experiments become more complex. The simple behavior of Clifford group RB,

i.e., the exponential decay of its success probability data, is guaranteed by a particular property of

the Clifford group: conjugation of an error channel by a uniformly random Clifford group element

“twirls” that channel into an n-qubit depolarizing channel. This follows because the Clifford group is

a unitary 2-design [191–193] (or, equivalently, because the superoperator representation of Clifford

gates consists of the direct sum of two irreducible representations of the Clifford group). The

less like a unitary 2-design a group is (i.e., the more irreducible representations of the group its

superoperator representation decomposes into) the weaker the effect of twirling over it is, and so

the more complex the RB decay curve can be [156–159, 161, 163] (see [163] for a theory of RB over

general groups). For general groups, the RB decay curve is a sum of many exponentials, rather than

the single exponential of Clifford group RB.

Another consequence of the gate compilation required in group-based RB protocols is that

they measure an error per compiled group element. There are infinitely many ways to compile

each group element into native gates, and the observed error rate depends strongly on which group

compilations is used. This is desirable if we aim to estimate the fidelity with which gates in that

group can be implemented. But normally group-based RB error rates are used as a proxy for native

gate performance [184–186, 189]. In particular, it is common to estimate a native gate error rate

from a Clifford group RB error rate, e.g., by dividing Clifford group RB’s r by the average circuit

size of a compiled gate [184–186] or by the average number of two-qubit gates in a compiled gate

[189] (possibly after correcting for the estimated contribution of one-qubit gates). However, these

rescaling methods have little theoretical justification [167, 194]: in general, the resultant error rate

is not a reliable estimate of the average infidelity of the native gates.

One solution to the limitations of Clifford group RB is direct randomized benchmarking

[167]. Direct RB is a technique that is designed to retain the conceptual and experimental simplicity
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and efficiency of Clifford group RB while enabling direct benchmarking of a processor’s native

gates. Like all RB protocols, direct RB utilizes random circuits of variable length. Furthermore,

like Clifford group RB, direct RB’s data analysis simply consists of (1) fitting success probability

data to a single exponential decay, and (2) rescaling the fit decay rate to obtain an estimate of

the benchmarked gates’ average infidelity. But, unlike Clifford group RB, the varied-length portion

of direct RB circuits can consist of randomly sampled layers of a processor’s native gates, rather

than compiled group operations (see the lower circuit in Fig. 6.1). Direct RB therefore enables

estimating the average infidelity of native gate layers. The only restriction on the gate set that can

be benchmarked with direct RB is that it must generate a group that is a unitary 2-design (e.g.,

the n-qubit Clifford group).

Direct RB addresses the main limitations of Clifford group RB, but it has been lacking a

theory that proves that it is reliable. Those existing theories for RB that are applicable to direct

RB [167, 195, 196] provide few guarantees on direct RB’s behavior. In this paper we provide a

detailed introduction to direct RB and two complementary theories of direct RB. These theories

show that direct RB is reliable—the direct RB success probability follows an exponential decay and

the direct RB error rate is the infidelity of the benchmarked gates—and explain why direct RB

works.

This paper is structured as follows. In Section 6.3 we introduce our notation and review the

necessary background material. In Section 6.4 we provide a detailed definition and introduction to

the direct RB protocol, and we compare it to other RB protocols for benchmarking native gate sets

[153, 196, 197]. The definition for direct RB presented here generalizes that in [167]. This section

includes examples that illustrate how direct RB can be used to benchmark a variety of physically

relevant gate sets—including universal gate sets on few qubits. In Section 6.5 we present a theory

for direct RB on gates that experience stochastic Pauli errors, which is the relevant error model

for gates that have undergone Pauli frame randomization [198, 199] or randomized compilation

[200, 201]. This theory provides a physically intuitive underpinning for direct RB, by using the

intuitive concepts of error propagation and scrambling in random circuits. Interestingly, this theory
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shows that group twirling is not necessary for reliable RB—direct RB can be reliable even when the

benchmarked gate set is very far from approximating a unitary 2-design. This enables us to show

that direct RB is reliable even in the n≫ 1 regime, where short sequences of layers of native gates

cannot approximate a unitary 2-design.

One of the contributions of this paper is a theory for direct RB with general gate-dependent

Markovian errors that is similar in nature to the group twirling (and Fourier analysis) theories for

group-based RB methods. This theory uses the concept of a sequence-asymptotic unitary 2-

design, which we introduce in Section 6.6. A sequence-asymptotic unitary 2-design is any gate set

for which length d random sequences of gates from that set create a distribution over unitaries that

converges to a unitary 2-design as d→ ∞. Sequence-asymptotic unitary 2-design are closely related

to various existing notions of approximate or asymptotic unitary designs and the general theory

of scrambling in random circuits [191, 192, 202–208]. However, to our knowledge, the particular

concept and technical results that we require for our theory of direct RB do not appear in the

literature.

In Section 6.7 we present our theory for direct RB under general gate-dependent Markovian

errors, which is based on twirling superchannels (or Fourier transforms on groups). First, we show

that the depth-d direct RB success probability can be computed exactly by taking the dth power of a

superchannel (R) constructed from the permutation matrix representation of the group generated by

the benchmarked gate set. Then we show how the direct RB decay can be (approximately) rewritten

in terms of a smaller superchannel (L) that is constructed from the superoperator representation

of the generated group. These results correspond to equivalent theories for Clifford group RB

presented in [168, 169, 209, 210]. We then use the spectral decomposition of these superchannels,

together with the theory of sequence-asymptotic unitary 2-designs, to show that the direct RB

decay is approximately a singe exponential. Finally, we use the L superchannel to show that the

direct RB error rate is equal to a gauge-invariant version of the mean fidelity of the benchmarked

gates, building on Wallman’s derivation of an equivalent result for Clifford group RB [169]. Our two

theories of direct RB are complementary, providing different perspectives as well as different regimes
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of applicability. Our superchannel-based theory (Section 6.7) is more mathematically rigorous than

our scrambling-based theory (Section 6.5), and it applies to a more general class of errors. However,

our superchannel-based theory relies on an approximation whose size increases with n, whereas our

scrambling-based theory shows that direct RB is reliable even when n ≫ 1. Therefore, together

these theories provide comprehensive evidence for the reliability of direct RB.

6.3 Definitions

In this section we introduce our notation and review the necessary background material.

6.3.1 Gates, gate sets, and circuits

An n-qubit gate G is a physical operation associated with an instruction to ideally implement

a particular unitary evolution on n qubits (we use the term “gate” for consistency with the RB

literature—an n-qubit gate is also often referred to as a “layer” or a “cycle”). We denote the unitary

corresponding to G by U(G) ∈ SU(2n). It will also often be convenient to use the superoperator

representation of a unitary, so we define G(G) to be the linear map

G(G)[ρ] := U(G)ρU(G)†, (6.1)

where ρ is an n-qubit density operator. We consider a gate G to be entirely defined by the unitary

U(G). RB methods are agnostic about how an n-qubit gate is implemented, except that an attempt

must be made to faithfully implement the unitary it defines. We will use G to denote a set of n-qubit

gates, which need not be a finite set, and, slightly abusing notation, we will also use G to denote

the corresponding sets of unitaries (i.e., {U(G) | G ∈ G} and superoperators (i.e., {G(G) | G ∈ G})

with the meaning implied by the context.

A quantum circuit C over a n-qubit gate set G is a sequence of d ⩾ 0 gates from G. We will

write this as

C = GdGd−1 · · ·G2G1, (6.2)

where each Gi ∈ G, and we use a convention where the circuit is read from right to left. The circuit
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C is an instruction to apply its constituent gates, G1, G2, . . . , in sequence, and it implements the

unitary

U(C) = U(Gd)U(Gd−1) · · ·U(G2)U(G1). (6.3)

In direct RB, and most other RB methods, multiple gates in a circuit must not be combined or

compiled together by implementing a physical operation that enacts their composite unitary (there

are “barriers” between gates).

6.3.2 Fidelity

In our theory for direct RB we will show how the direct RB error rate is related to the fidelity

of the benchmarked gates. There are two commonly used version of a gate’s fidelity: average gate

fidelity and entanglement fidelity, defined below. Throughout this work, we will use the Markovian

model for errors, whereby the imperfect implementation of a gate G is represented by a complete

positive and trace preserving (CPTP) superoperator G̃(G) [so, for low-error gates G̃(G) ≈ G(G)].

The average gate fidelity of G̃(G) to G(G) is defined by

Fa(G̃,G) :=
∫
dψ Tr

{
G̃[|ψ⟩⟨ψ|]G[|ψ⟩⟨ψ|]

}
, (6.4)

where dψ is the normalized Haar measure [211], and where here we have dropped the dependence of

G and G̃ on G for brevity (we also do this elsewhere when convenient). The entanglement fidelity

is defined by

Fe(G̃,G) := ⟨φ|(I⊗ Λ)[|φ⟩⟨φ|]|φ⟩, (6.5)

where φ is any maximally entangled state [211] and

Λ(G) = G̃(G)G(G)−1. (6.6)

The corresponding infidelities, average gate infidelity (ϵa) and entanglement infidelity (ϵe),

are defined by

ϵa/e(G̃,G) = 1− Fa/e(G̃,G). (6.7)
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These infidelities are related by [211]

ϵe =
2n + 1

2n
ϵa. (6.8)

The average gate [in]fidelity is more commonly used in the RB literature, but in this work we use

the entanglement [in]fidelity. Typically we drop the subscript, letting ϵ ≡ ϵe. Note that a gate’s

[in]fidelity is not a “gauge-invariant” property of a gate set [168], meaning that it is not technically

measurable: we discuss this subtle point when presenting our theory for direct RB with general

gate-dependent Markovian errors (Section 6.7).

Randomized benchmarking methods are typically designed to measure the mean infidelity of

a set of gates. Direct RB is designed to measure

ϵΩ =
∑
G∈G

Ω(G)ϵ
[
G̃(G),G(G)

]
, (6.9)

where Ω is a probability distribution over the gate set G. Note that, except where otherwise

stated, G does not need to be a finite set, i.e., it can include gates with continuous parameters.

The
∑

G∈GΩ(G) notation is a shorthand for integrating and/or summing over G according to

the measure Ω(G). When gates experience only stochastic Pauli errors, then ϵΩ is equal to the

probability that a Pauli error occurs on a gate sampled from Ω.

6.4 Direct randomized benchmarking

In this section we first define the direct RB protocol and explain what its purpose is (Sec-

tion 6.4.1). Direct RB has flexible, user-specified components, so we then provide guidance on how

to choose these aspects of direct RB experiments (Sections 6.4.3-6.4.5). We then explain why the

direct RB protocol is defined the way it is, and we discuss how it differs from Clifford group RB (Sec-

tions 6.4.6-6.4.8). Finally, we compare direct RB to other RB protocols for directly benchmarking

native gate sets (Section 6.4.10).



95

6.4.1 The direct RB protocol

We now define the n-qubit direct RB protocol, and explain what it aims to measure. The

definition given here is more general than that in [167]. For example, in [167], direct RB is defined

for gate sets containing only Clifford gates. Our definition here permits non-Clifford gates. Note

that our definition for direct RB applies to gates on a set of n ⩾ 1 qubits. Generalizing to n ⩾ 1

qudits of arbitrary dimension is conceptually simple, as is the case with Clifford group RB, but we

do not pursue this here. In addition to parameters that set the number of samples (which exist in

all RB protocols), direct RB on n qubits has two flexible, user-specified inputs:

(1) A set of n-qubit gates (a.k.a., layers or cycles) to benchmark (G).

(2) A sampling distribution Ω over the gate set G.

We denote direct RB of the gate set G with the sampling distribution Ω by DRB(G,Ω). We

call G a “gate set” for consistency with common RB terminology, but note that G contains n-qubit

gates—i.e., “circuit layers” or “cycles”—not one- and two-qubit gates. All n-qubit gate sets generate

some n-qubit group, or a dense subset of some group a. This group plays an important role in the

direct RB protocol, and we denote it by C (for brevity, for a gate set G that only generates a dense

subset of a group C we also refer to G as generating C). In most of our examples this group will

be the n-qubit Clifford group, but this is not required (the conditions required of C are stated in

Section 6.4.4, which include that it is a unitary 2-design).

Having introduced G and Ω, we are now ready to define the direct RB protocol. DRB(G,Ω)

is a protocol for estimating ϵΩ [see Eq. (6.9)] and it consists of the following procedure:

(1) Sample the circuits. For each d in some set of user-specified benchmark depths all

satisfying d ⩾ 0, and for k = 1, 2, . . . ,Kd for some user-specified Kd ⩾ 1:

(1)1. Choose a target output n-bit string sd,k for this circuit. This can be set to the all-zeros

a Throughout the remainder of this paper we use the phrase “G generates the group C” to include the case where G

only generates a dense subset of C.
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bit string (as in the conventional implementation of Clifford group RB [154, 155]), or

it can be chosen uniformly at random (our recommendation).

(1)2. Sample Fsp uniformly from C (the group generated by G), and then find a circuit Csp

that creates the state

|ψ⟩ = U(Fsp)|0⟩⊗n, (6.10)

from |0⟩⊗n [U(·) maps a gate or circuit to the unitary it implements—see Section 6.3].

That is, find a circuit Csp that satisfies

U(Csp)|0⟩⊗n = U(Fsp)|0⟩⊗n, (6.11)

meaning that Csp is only required to faithfully implement U(Fsp)’s action on |0⟩⊗n.

The circuit Csp can contain any gates, including gates that are not in G, and it is

ideally chosen to maximize the fidelity with which ψ is produced. The circuit Csp is

the first part of the sampled direct RB circuit, and we refer to it as the circuit’s state

preparation subcircuit.

(1)3. Independently sample d gates, G1, G2, . . . , Gd, from Ω (the user-specified distribution

over G). The circuit Gd · · ·G2G1 is the next part of the sampled direct RB circuit,

and we refer to it as the circuit’s “core”.

(1)4. Find a circuit Cmp that, when applied after the two parts of the circuit sampled so far,

maps the qubits to |sd,k⟩, and append it to the circuit sampled so far. That is, Cmp is

a circuit that satisfies

U(CmpGd · · ·G2G1Csp)|0⟩⊗n = |sd,k⟩. (6.12)

The circuit Cmp is the final part of the sampled direct RB circuit. As with the cir-

cuit Csp, Cmp can contain any gates, and we refer to it as the circuit’s measurement

preparation subcircuit.

The sampling procedure of 1.1-1.4 creates the circuit

Cd,k = CmpGd · · ·G2G1Csp, (6.13)
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that, if run on a perfect quantum computer, always outputs the bit string sd,k. That is,

|⟨sd,k|U(Cd,k)|0⟩⊗n|2 = 1.

(2) Run the circuits. Run each of the sampled circuits N times, for some user-specified

N ⩾ 1. Estimate each circuit’s success probability (Sd,k), as the frequency that the circuit

Cd,k returns its success bit string sd,k (we denote this estimate by Ŝd,k). Note that the direct

RB protocol does not specify the order that the circuits are run, but this is important if

there could be significant drift in the system over the time period of the entire experiment

[212–214]. We recommend “rastering” [215] if possible—meaning looping through all of the

circuits N times, running each circuit once in each loop—as this faciliates detecting the

presence of drift and a time-resolved RB analysis [215] (these analyses are not discussed

further herein). If rastering is not possible then the order that circuits are run should be

randomized, as this will typically reduce the impact of drift on the results.

(3) Analyze the data. Fit the estimated average probability of success, Ŝd =
∑

k Ŝd,k/Kd,

versus benchmark depth (d) to the exponential decay function

Sd = A+Bpd, (6.14)

where A, B and p are fit parameters (this is the same as the fit function used in Clifford

group RB). If the success bit strings were sampled uniformly then fix A = 1
2n . The estimate

of the DRB(G,Ω) error rate of the gates (r̂Ω) is then defined to be

r̂Ω =
(4n − 1)

4n
(1− p̂). (6.15)

where p̂ is the fit value of p.

Our definition for the direct RB procedure specifies fitting the data to the standard exponential

decay function of Eq. (6.14), and so DRB(G,Ω) is only well-behaved if the direct RB data has

approximately this form. However, it is not clear a priori that the direct RB average success

probability will decay exponentially. Moreover, even if the decay is an exponential it is not obvious
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what the direct RB error rate (rΩ) measures. Proving that Ŝd ≈ A+ Bpd under broad conditions,

providing an intuitive explanation for why Ŝd decays exponentially, and then explaining what rΩ

quantifies are three of the main aims of this paper. In particular, we will show that rΩ ≈ ϵΩ.

6.4.2 A simple numerical demonstration of direct RB

We now demonstrate that direct RB works correctly—the decay is an exponential and rΩ ≈

ϵΩ—in two simple scenarios. First, consider the case of gate-independent global depolarizing noise,

and assume perfect state preparation and measurement sub-circuits. In this model, after each n-

qubit gate the n qubits are mapped to the completely mixed state with some probability 1 − λ.

This is arguably the simplest possible error model, and we would expect the error rate measured

by any well-formed RB protocol to be the infidelity of this global depolarizing channel, which is

ϵ = (4n − 1)(1− λ)/4n. An explicit calculation confirms that this is the case here:

Sd =
1

2n
+ (1− 1

2n
)λd, (6.16)

which implies that p = λ and rΩ = (4n − 1)(1− λ)/4n.

Global depolarizing errors are physically unrealistic, so we also consider another error model

that is more realistic but that is still simple to understand: gate-independent local depolariza-

tion. We simulated n-qubit direct RB for a hypothetical n-qubit processor (with n = 2, 4, 6, . . . , 14)

whereby after each n-qubit gate is applied every qubit experiences independent uniform depolar-

ization with an error rate of 0.1%, i.e., the infidelity of each single-qubit depolarizing channel is

ϵ = 0.001. This error model has the convenient property that we can easily compute ϵΩ. The

(entanglement) fidelity of a tensor product of n error channels E1, . . . , En is the product of E1 to

En’s fidelities, i.e.,

F (E1 ⊗ · · · ⊗ En, I ⊗ · · · ⊗ I) = F (E1, I) · · ·F (En, I), (6.17)

so ϵΩ is given by ϵΩ = 1 − (1 − 0.001)n ≈ n × 0.001. Note that, because the error rates are gate-

independent, ϵΩ is again independent of the sampling distribution Ω in this example. Figure 6.2

(upper plot) shows Sd versus d (black circles) as well as the fit exponential (solid lines) and the
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Figure 6.2: Simulated n-qubit direct RB and Clifford group RB for n = 2, 4, 6, . . . , 14. Here, direct
RB is benchmarking n-qubit gates that consist of a single layer of parallel one- and two-qubit gates.
Clifford group RB is benchmarking the n-qubit Clifford group generated out of these layers. In this
simulation, an imperfect n-qubit layer is modelled by the perfect unitary followed by independent
uniform depolarization on each qubit at a rate of 0.1%. The points and violin plots are the means
and the distributions of the estimated circuit success probabilities versus benchmark depth (d),
respectively, and the lines are fits of the means to Sd = A + Bpd. The estimated RB error rates
(r̂), which are reported in the legends, are obtained from the fit decay rates, using Eq. (6.15). We
observe that the direct RB average circuit success probabilities (Sd) decay exponentially for all n,
and that the direct RB error rate is given by r̂ ≈ 1 − (1 − 0.001)n ≈ n × 0.001. Direct RB is
therefore accurately estimating the error rate of the n-qubit gates it is benchmarking. The Clifford
group RB error rate grows very quickly with n—as it is benchmarking the n-qubit Clifford group,
whose elements must be compiled into the available layers of parallel one- and two-qubit gates. The
Clifford group RB d = 0 intercept quickly decays to approximately 1

2n as n increases, at which
point r is close to 100% and it cannot be estimated to reasonable precision with a practical amount
of data. This demonstrates that direct RB is feasible on substantially more qubits than standard
Clifford group RB.

estimates for rΩ (in the legend), for each n. We observe that Sd decays exponentially, and that

r̂Ω ≈ ϵΩ. We specify the gate set and sampling distribution used in this simulation in Example 2 of

Section 6.4.4.

6.4.3 Direct RB’s standard sampling parameters

The direct RB protocol has three user-specified parameters in common with all RB protocols,

which we now briefly discuss. These are the user-specified benchmark depths (the values for d), the

number of repetitions of each circuit (N), and the number of randomly sampled circuits at each

benchmark depth (Kd). These parameters predominantly control purely statistical aspects of the

experiment—specifically, the precision with which the direct RB experiment estimates the under-
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lying N,Kd → ∞ direct RB error rate. How these parameters control the statistical uncertainty

in an estimated RB error rate, and how to choose these parameters, has been studied in some

detail for Clifford group RB [155, 166, 193, 194, 216, 217]. Much of this work can be applied to

direct RB. We will therefore not discuss these parameters in detail herein. Instead, we will provide

some simple numerical evidence that the direct RB error rate can be estimated from reasonable

amounts of data. The simulated direct RB experiments of Fig. 6.2 use a practical amount of data:

we used 9 benchmarking depths, Kd = 30, and N = 40, for a total of approximately 104 samples

for the direct RB instance at each value of n. Furthermore, the estimated direct RB error rates

have low uncertainty (the uncertainties reported in the legend are 2σ and they are estimated using

a standard bootstrap). Throughout the remainder of this paper we are predominantly interested

in studying the behaviour of direct RB in the limit of N,Kd → ∞; we denote the average circuit

success probability and the direct RB error rate in this limit by Sd and rΩ, respectively.

6.4.4 Selecting the gate set to benchmark

One of the defining characteristics of direct RB is that the user specifies the n-qubit gate set

(G) that is to be benchmarked. This is in contrast with Clifford group RB, where the benchmarked

gate set is necessarily the n-qubit Clifford group—or another group that is a unitary 2-design.

However there is not total freedom in choosing G in direct RB. The direct RB gate set has to satisfy

the following conditions, some of which depend on the performance of the processor that is to be

benchmarked:

• The group C ⊆ SU(2n) generated by G must be a unitary 2-design over SU(2n). The re-

quirement that C is a unitary 2-design can likely be relaxed (with appropriate adaptions

to the direct RB experiments and/or data analysis) using techniques from RB for general

groups [156–159, 161–164]. This is an interesting open area of research, as these general-

izations have the potential to enable direct RB on any gate set G. Our formal theory for

direct RB (Section 6.7) relies on a slightly stronger condition on G than simply generating a

unitary 2-design—it requires that G induces a sequence-asymptotic unitary 2-design.
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The concept of a sequence-asymptotic unitary 2-design is introduced in Section 6.6, where

we state necessary and sufficient conditions for a gate set to induce a sequence-asymptotic

unitary 2-design. Here we state a simple condition that is sufficient (but not necessary) for

a gate set G to induce a sequence-asymptotic unitary 2-design: the gate set G generates a

unitary 2-design and contains the identity operation.

• The n qubits to be benchmarked must have sufficiently high fidelity operations for there

to exist a circuit to prepare any random state from {|ψ⟩ = U(C)|0⟩⊗n | C ∈ C} with

non-negligible fidelity. To actually run direct RB, the user also needs an explicit algorithm

for finding these circuits. This is required so that errors in the state and measurement

preparation subcircuits do not mean that Sd ≈ 1
2n at d = 0 (how far above 1

2n it is necessary

for S0 to be depends on how much data the user is willing to collect).

• It must be feasible to sample the direct RB circuits using a classical computer, which

requires, e.g., multiplying together arbitrary elements in C, and sampling uniformly from

C. This condition is also required to implement standard RB over C, and it is satisfied if C

is the Clifford group.

None of the three conditions on G, above, require any efficient scaling with the number of

qubits n. Instead, it suffices that each condition is satisfied at the values for n of interest. For

example, perhaps only benchmarking one- or two-qubit gate sets is of interest (note that most RB

experiments are one- or two-qubit Clifford group RB). The conditions also do not require that G

is finite. This is illustrated by our first example, below, of a practically interesting type of gate set

that can be benchmarked with direct RB.

Example gate set 1 [G1(n)]: An n-qubit gate set constructed from all possible combinations of

parallel applications of cnot gates on connected qubits and the one-qubit gates X(π2 ) and Z(θ) for

θ ∈ (−π, π] [where X(θ) and Z(θ) denote rotations by θ around σx and σz, respectively].

This gate set is universal—i.e., it generates SU(2n)—and so G1(n) does not satisfy all our
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conditions for n ≫ 1 [generating a uniformly (Haar) random pure state is not efficient in n].

However, this gate set does satisfy our conditions for small n. For example, generating any unitary

in SU(4) requires only three cnot gates [218, 219]. The particular n-qubit universal gate set given

above is just an example, and this reasoning holds for (almost) all few-qubit universal gate sets.

Direct RB can therefore be used to benchmark almost any universal gate set over a few qubits b.

This is arguably substantially simpler than the RB method used by Garion et al. [220] to benchmark

a two-qubit gate set containing a controlled Z(π4 ) gate (which is not a Clifford gate). Note that,

recently, direct RB of one- and two-qubit universal gate sets has been experimentally demonstrated

in [221].

Example gate set 2 [G2(n)]: An n-qubit gate set constructed from cnot gates and any set of

generators for the single-qubit Clifford group (such as the Hadamard and phase gates).

This is the type of gate set used in the simulations of Fig. 6.2 (and shown in the schematic of

Fig. 6.1). In that simulation the gate set consisted of the Hadamard and phase gates as well as cnot

gates between any pair of qubits. That is, this simulation uses all-to-all connectivity. However, note

that direct RB with this gate set can be applied to a processor with any connectivity, as direct RB

does not have to be applied to a processor’s native gate set (applying direct RB to a standardized

set of n-qubit layers could be useful for comparing different processors). In that case, cnot gates

between distant qubits would be synthesized via swap gate chains.

Example gate set 3 [G3(n)]: An n-qubit gate set constructed from a maximally entangling

two-qubit Clifford gate (e.g., cnot or cphase) and the full single-qubit Clifford group.

Direct RB of a gate set with this form is particularly robust and simple to understand from

a theoretical perspective (this is the type of gate set that was used in the direct RB experiments of

[167]). As with G2(n), G3(n) specifies a family of gate sets. We now specify a particular convenient

b It is only almost any universal gate set rather than every universal gate set as, e.g., it is possible to construct

universal gate sets that require arbitrarily long sequences of gates to implement some one-qubit gates—but such

gate sets are of no practical relevance
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gate set within this family (which is entirely specified given a processor’s connectivity).

Example gate set 4 [G4(n)]: An n-qubit gate set consisting of all n-qubit gates composed from

applying a layer L1 and then a layer L2 where these layers have the following forms: L1 is a layer

containing one of the 24 single-qubit Clifford gates on each qubit, and L2 is a layer containing

non-overlapping cnot gates on connected pairs of qubits.

A random gate from G4(n) locally randomizes the basis of each qubit (and applies some

random arrangement of two-qubit gates)—if the marginal distribution over L1 layers is uniform

it implements local 2-design randomization (composed with a more complex multi-qubit random-

ization step). A gate set of this form is assumed in parts of Section 6.5, in order to simplify the

theory presented there. Note that direct RB circuits for G4(n) have much in common with the

random circuits of Google’s quantum supremacy experiments [32], which are used in cross-entropy

benchmarking [222]. However, these direct RB circuits contain only Clifford gates (making them ef-

ficient to simulate), and they contains additional structure (the state preparation and measurement

preparation subcircuits).

6.4.5 Selecting the sampling distribution

There are two main customizable aspects of a direct RB experiment: the gate set (G) and

the sampling distribution (Ω). We now discuss the role of Ω, and how to choose it. The direct RB

sampling distribution Ω can be any probability distribution over G that has support on a subset G′

of G that also satisfies all the requirements for a direct RB gate set (e.g., G′ also generates C). The

sampling distribution Ω and the gate set G control what direct RB measures—direct RB estimates

the mean infidelity of an n-qubit gate sampled from Ω. Therefore, the primary consideration when

selecting Ω is to choose a distribution that defines an error rate ϵΩ of interest. There are infinite

valid choices for Ω, and so we do not attempt to discuss all interesting choices for Ω here. One

category of sampling distributions we have found useful in experiments is one-parameter families

of distributions Ωξ in which ξ sets the expected two-qubit gate density of the sampled gate. There
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are many possible such families of distributions—in Appendix 6.10 we briefly describe a family of

probability distributions that has been used in direct RB experiments (the “edge grab” sampler,

introduced in [223]).

The sampling distribution Ω defines the error rate that direct RB measures, but it also impacts

the reliability of direct RB, i.e., whether Sd decays exponentially and how close rΩ is to ϵΩ. So a

sampling distribution should be chosen for which direct RB will be reliable. For every sampling

distribution satisfying the above requirements, direct RB will be reliable for sufficiently low error

gates. This is because, for any (G,Ω) satisfying the criteria of direct RB, any Pauli error will be

randomized by a depth l Ω-random circuit for sufficiently large l (see the theory in Section 6.5).

But this randomization can be very slow, i.e., the required depth l can be very large, and so the

error randomization can be much slower than the rate of errors—which, in Section 6.5, we explain

can result in unrealiable direct RB (e.g., multi-exponential decays). For example, we could have

Ω(G) = 1−δ for one gate G and some δ ≪ 1. In this case, a length l ≪ 1
δ sequence of gates sampled

from Ω is almost certainly just l repetitions of G—so sequences of this length do not randomize

errors at all. The theory presented in Section 6.5 will help to explain how to choose a sampling

distribution that guarantees reliable direct RB.

6.4.6 The reason for randomized 2-design state preparation and measurement in

direct RB circuits

Direct RB is built on the simple idea of directly benchmarking a gate set G by running varied-

depth circuits whose layers are sampled independently from a distribution over G—a class of circuits

that have been termed Ω-distributed random circuits [221]. However, the depth d direct RB

circuits do not just consist of a depth d Ω-distributed random circuits. They surround the core direct

RB circuit—the Ω-distributed random circuit—with additional structure (see Fig. 6.1). We now

explain the purpose of this additional structure. The direct RB circuits begin with a randomized

state preparation sub-circuit (Csp) and end with a measurement preparation sub-circuit (Cmp).

The purpose of Cmp is simply to return the qubits to the computational basis, maximizing error
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visibility and simplifying the data analysis. The subcircuit has the same purpose as the group

inversion element in Clifford group RB.

The reasons for beginning a direct RB circuit with a randomized state preparation circuit

(Csp) are now explained. First, together Csp and Cmp implement an approximate (state) 2-design

twirl on the error in the core circuit. This is because the state preparation subcircuit generates a

sample from a (state) 2-design, which (if implemented perfectly) twirls the overall error channel of

the core circuit, so that it behaves as though it is a global depolarizing channel. This will be shown

in each of our complementary theories for direct RB (Section 6.5 and Section 6.7). An alternative

interpretation of Csp is that it seeds the random walk over the group C induced by a random

sequence of group generators (gates from G) with an initial uniformly random group element (that

has been compiled into the state preparation for efficiency).

There is also a more practical but mundane reason for including the state preparation subcir-

cuit Csp. If Csp is not included in a direct RB circuit, the contribution of errors in Cmp to a direct

RB circuit’s total failure probability can be strongly dependent on the depth of the core circuit (d).

This would pollute rΩ, i.e., rΩ would not accurately quantify the error per layer in the core of the

direct RB circuit (ϵΩ). To see this, consider direct RB without the randomized state preparation,

and assume an efficient compiler for creating Cmp. Further, assume that G is small (compared to

C), so that the distribution over unitaries produced by a short sequence of gates sampled from Ω

must be far from the uniform distribution over C. When d is small, the average depth of Cmp will

grow approximately linearly with d under many circumstances. This is because Cmp is likely to

look very much like the depth-d core circuit that it inverts, with the order reversed and individual

gates inverted. However, as d gets large, the core circuit converges to a random group element. So

the mean depth (and all other properties) of the Cmp circuits asymptote to a fixed value that does

not depend on d. Critically, this means that the depth of Cmp would have a nontrivial dependence

on d. This variation will pollute the decay rate (and so rΩ), and may even cause non-exponential

decays—its impact is uncontrolled, as the direct RB protocol is agnostic to how Cmp is implemented

(just as the Clifford group RB is agnostic about the Clifford compiler). This effect could instead
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be mitigated by carefully designing the compiler for Cmp, but this is a complicated undertaking.

Instead, the problem is simply solved by the inclusion of Csp. With Csp included, the average

depth of Cmp is independent of d. The only residual d dependence outside of the core circuit is in

correlations between the state that is prepared by Csp and the state that must be mapped to the

computational basis by Cmp (they are perfectly correlated at d = 0 and uncorrelated as d → ∞).

These correlations can have an effect on rΩ, in principle, but in realistic settings they appear to

have no observable effect on rΩ (see Section 6.5).

6.4.7 The reason for conditional compilation: improved scalability

The state preparation and measurement sub-circuits within a direct RB circuit are very similar

to the first and last gates in a standard Clifford group RB circuit (see Fig. 6.1)—and they play

essentially the same roles (see above). However, they differ in a practically important way. Both

Clifford group RB and direct RB begin with a circuit that implements a group element Fsp sampled

uniformly from C, but whereas Clifford group RB demands that this circuit implements U(Fsp) on

any input state, direct RB only requires that the circuit generates the same state as U(Fsp) when

applied to |0⟩⊗n. We call this unconditional and conditional compilation, respectively. The same

distinction holds for the final inversion step, used in direct and Clifford group RB.

We choose to use conditional compilation in direct RB circuits because it substantially in-

creases the number of qubits on which direct RB is feasible—as illustrated by the Clifford and direct

RB simulations shown in Fig. 6.2 (this difference between direct and Clifford group RB is the only

reason for the difference in their S0 values, which is the primary factor setting the number of qubits

that it is feasible to benchmark). This is because conditional compilation results in circuits that are

shallower and contain fewer two-qubit gates [172]. This is demonstrated in Fig. 6.3, which compares

the mean number of cnot gates in the circuits generated by a conditional and unconditional n-qubit

Clifford compiler. To generate this plot we used open-source compilation algorithms [224] (that we

also used for all the simulations herein). These algorithms are unlikely to generate circuits with

minimal two-qubit gate counts (see [172–174] for work on optimal Clifford compilation) although
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we have found that they perform reasonably well c.

Note that the error rate measured by direct RB is (approximately) independent of the details

of the compiler used to generate these states. The property of the compilation algorithm that is of

importance to direct RB is the efficiency with which it generates these states—the higher the fidelity

of these states the more qubits direct RB will be feasible on. This is convenient, as algorithms for

generating many-qubit states/unitaries are typically “black-box” and the properties of the circuits

they generate cannot be easily controlled. In contrast, with Clifford group RB the compiler entirely

defines the physical meaning of the RB error rate—a Clifford group RB error rate cannot be used

to quantify native gate performance without a detailed understanding of the compiled circuits.

c The algorithm we use is based on Gaussian elimination; the compiled circuits contain O(n2) two-qubit gates for

both the state and unitary compilations. This scaling is not optimal: their exist algorithms that generate circuits

containing O(n2/ log(n)) two-qubit gates [172]. But in the n = O(10) regime we have found that our compilations

contain many fewer two-qubit gates than the O(n2/ log(n)) algorithms of [172]. We have not compared our

compilation algorithms to more recent work on Clifford compilation [174].
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Figure 6.3: A comparison of the mean number of two-qubit gates in circuits for implementing a
uniformly random n-qubit Clifford gate either unconditionally (green connected points) or condi-
tionally on the input of |0⟩⊗n (blue line). In the latter case, this is a circuit mapping |0⟩⊗n to a
uniformly random n-qubit stabilizer state. This demonstrates the significant increase in the number
of qubits on which direct RB is feasible—for a fixed two-qubit gate error rate—compared to Clifford
group RB. This data was generated using the same open-source compilers that we use for all our
direct RB and Clifford group RB simulations [224], and here we compiled into one-qubit gates and
cnot gates between any pair of qubits (i.e., all-to-all connectivity).
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6.4.8 The reason for randomizing the success outcome

Direct RB specifically allows for uniform randomization of the success bit string (this is also

possible with Clifford group RB [225], but it is not standard practice). This bit string randomization

is not essential, but in our view it is preferable. This is because it guarantees that the d → ∞

asymptote of the average RB success probability Sd is 1
2n (for all Markovian errors), so we can fix

A = 1
2n in Sd = A + Bpd. As Harper et al. [225] discuss the motivation and statistical impact of

this bit string randomization (in the context of Clifford group RB), we do not do so further here.

6.4.9 The error rate convention: choosing the decay rate scaling factor

For both direct and Clifford group RB, data are analyzed by fitting the average success

probabilities to Sd = A + Bpd and then mapping p to an error rate r (or a fidelity 1 − r). In

Clifford group RB (and other RB protocols), p is conventionally mapped to an error rate defined by

r′ = (2n− 1)(1− p)/2n [154, 155]. This is not the definition that we use. As specified in Eq. (6.15),

we define the direct RB error rate to be r = (4n − 1)(1− p)/4n. For n ≫ 1 the difference between

r and r′ is negligible, but it is substantial for n ∼ 1. Our decision to use Eq. (6.15) to define r is

not specific to direct RB. The RB error rate r′ corresponds to the gate set’s mean average gate

infidelity, whereas r corresponds to the mean entanglement infidelity. We choose to use a

definition for the RB error rate that correspond to entanglement infidelity because of entanglement

infidelities convenient properties. For example, for Pauli stochastic errors the entanglement infidelity

corresponds to the probability of any Pauli error occurring (see Section 6.3) and the entanglement

fidelity of multiple gates used in parallel is equal to the product of their entanglement fidelities

(assuming no additional errors when gates are parallelized)—see Eq. (6.17). Due to these convenient

properties, this choice has also been made with other scalable benchmarking techniques (e.g., cycle

benchmarking [226]).
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6.4.10 Comparison to other methods for native gate randomized benchmarking

Direct RB is not the first or only proposal for RB directly on a gate set that generates a

group. Below we explain the relationship between RB and each of these protocols:

• The method of Knill et al. [153] benchmarks a set of gates that generate the one-qubit

Clifford group, and this has been widely used as an alternative to Clifford group RB (e.g.,

see the references within [227]). That method consists of uniform sampling over a specific

set of one-qubit Clifford group generators. So it is a particular example of direct RB (as

pointed out by Boone et al. [227]) except that it does not include the initial stabilizer state

preparation step (which is of little importance in the single-qubit setting). So our theory

for direct RB is further evidence that the protocol of [153] is just as reliable and arguably

as well-motivated as Clifford group RB, although it measures a different error rate.

• The extensions of the method of Knill et al. up to three qubits [197] also fit within the

framework of direct RB except that, again, in that method there is no stabilizer state

initialization.

• Independently of the development of direct RB, França and Hashagen proposed “generator

RB” [196], which is also direct RB without the stabilizer state preparation step and without

user-configurable sampling (but note that some of the theory within [196] also applies to

direct RB).

• Since the development of direct RB, a protocol called mirror RB [190, 221] has been in-

troduced that adapts direct RB to improve its scalability. Mirror RB methods replace the

stabilizer state preparation and measurement sub-circuits from direct RB with a mirror

circuit reflection structure, meaning that they contain no large subroutines. Mirror RB

techniques are more scalable than direct RB, and they are designed to measure the same

error rate (ϵΩ). However, the error rate measured by existing mirror RB methods is a less

reliable estimate of ϵΩ (it is typically a slight underestimate—see [190, 221] for further de-
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tails), so mirror RB is not a strict improvement on direct RB. Much of the theory presented

in this paper is also applicable, or adaptable, to mirror RB.

6.5 Understanding direct RB using error scrambling

Elided.

6.6 Sequence-asymptotic unitary designs

Our theory for direct RB with general Markovian errors (Section 6.7) relies on the concept of

sequence-asymptotic unitary 2-designs. In this section we define sequence-asymptotic unitary

2-designs and we prove some results about their properties. Informally, a sequence-asymptotic

unitary 2-design is a gate set G and a sampling distribution Ω over G such that the set of unitaries

created by length l sequences of gates sampled from Ω converges to a unitary 2-design as l → ∞. The

concept of sequence-asymptotic unitary 2-designs is related to approximate unitary 2-designs [191,

192], and the broader theory of convergence to unitary t-designs and other scrambling properties

of random circuits [202–208]. But, because we only use sequence-asymptotic unitary 2-designs as a

tool for studying direct RB, we do not discuss the relationship with this prior work.

A plausibly sufficient condition for (G,Ω) to constitute a sequence-asymptotic unitary 2-

design is that G generates a unitary 2-design (assuming that Ω has support on all of G). This

is because, for a wide class of generating sets and probability distributions, a random sequence of

group generators converges to a random group element with increasing length sequences [228–230].

However, this convergence does not happen for all probability distributions over all generating sets:

the long-length distribution can oscillate between the uniform distribution on different parts of

the group (an example is given towards the end of this section, and this is only possible if G is

contained within a coset of a proper subgroup of C). In this section, we will show the following:

given a set of generators for any group that is a unitary 2-design, length-l sequences of Ω-distributed

and independently sampled generators converge to a unitary 2-design as l → ∞, if and only if the

set of length-l sequences also generate unitary 2-designs for all l.
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6.6.1 Notation

First we need to define some notation. In this section we consider a quantum system of

dimension d, without the restriction to d = 2n used throughout the rest of this paper. Let L (Hd)

denote the space of linear operators on the d-dimensional Hilbert space Hd. Let T (Hd) denote the

space of superoperators on Hd, which is the set of all linear operators S whereby S : L (Hd) →

L (Hd). In the following proofs, we will use Hilbert-Schmidt space, and superoperator “stacking”.

Let

B = {B0, B1, . . . , Bd2−1} (6.18)

be an orthonormal basis for L (Hd), with respect to the Hilbert-Schmidt inner product

⟨X,Y ⟩ = Tr
(
X†Y

)
. (6.19)

We can always choose this basis such that B0 = I/
√
d and Tr(Bj) = 0 for j > 0, and this will

be assumed herein. For example, with d = 2n the elements of this basis can be the n-qubit Pauli

operators multiplied by 1/
√
2n.

Any ρ ∈ L (Hd) can be expanded with respect to the basis B as

ρ =
∑
j

⟨Bj , ρ⟩Bj . (6.20)

As such, ρ may be represented by the column vector

|ρ⟩⟩ = (⟨B0, ρ⟩ , ⟨B1, ρ⟩ , . . . , ⟨Bd2−1, ρ⟩)T . (6.21)

Similarly, a superoperator X may be represented as the matrix XHS with elements XHS
ij = ⟨Bi,XBj⟩.

In the following we will drop the superscript; we will not use a distinct notation for a superoperator

and the matrix representation of the superoperator acting on Hilbert-Schmidt space.

In this and the next section we will be considering linear maps from superoperators to su-

peroperators, which we will refer to as “superchannels” and denote using the script font (e.g., L

). When considering superchannels it is often convenient to represent matrices acting on Hilbert-

Schmidt space (i.e., superoperators) as vectors in a vector space, and superchannels as matrices
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acting on that vector space. To achieve this we use the invertible linear “stacking” map

vec (|BjBk|) = |Bk ⊗ |Bj , (6.22)

which stacks the columns of a matrix. We denote the inverse “unstacking” operation by

unvec (|Bk ⊗ |Bj) = |BjBk|. (6.23)

From this definition, it follows that

vec(ABC) =
(
CT ⊗A

)
vec(B) (6.24)

for Hilbert-Schmidt matrices A,B and C. Therefore, any superchannel K with the action K(B) =∑
iAiBCi may be rewritten as a matrix

mat[K] =
∑
i

(
CTi ⊗Ai

)
, (6.25)

that acts on vectors |B) ≡ vec(B), where we will use the |·) notation to succinctly denote stacked

superoperators while distinguishing them from pure states in Hilbert space (denoted |·⟩) and Hilbert-

Schmidt vectors (denoted | ·⟩⟩).

6.6.2 Ordinary unitary designs

Before introducing sequence-asymptotic unitary designs, we first review the definition of an

“ordinary” unitary t-design [191, 192]. Although not the original definition [192], an equivalent

definition for a unitary t-design is [191]:

Definition 1. The gate set G ⊆ U is a unitary t-design if

1

|G|
∑
G∈G

G⊗t =

∫
U∈U

U⊗tdµ (6.26)

where dµ is the Haar measure on U.

The class of designs important herein are the unitary 2-designs. The definition of a unitary

t-design implies that an equivalent characterization of a unitary 2-design is the following: a gate set
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is a unitary 2-design if and only if, when it “twirls” any channel, it projects this channel onto the

space of depolarizing channels. Specifically, define the G-twirl superchannel TG : T (Hd) → T (Hd)

by

TG(E) =
1

|G|
∑
G∈G

GEG†. (6.27)

The twirl superchannel is a linear operator on superoperators. If G is a unitary 2-design then

TG(E) = Dλ(E), λ(E) = Tr[E ]− 1

d2 − 1
, (6.28)

for any trace-preserving superoperator E ∈ T (Hd) [156], where Dλ(E) is a “global” depolarizing

channel (i.e, uniform depolarization on the d-dimensional space).

Eq. (6.28) implies that the twirl superchannel for any unitary 2-design is a rank 2 projector,

with support on the depolarizing subspace Sdep spanned by the identity channel and any non-identity

depolarizing channel. Explicitly,

Sdep = span {D0, I} , (6.29)

where I denotes the identity superoperator and D0 is the completely depolarizing channel.

6.6.3 Sequence-asymptotic unitary designs

We now introduce the notion of a sequence-asymptotic unitary 2-design. This concept is

distinct from the “asymptotic unitary 2-designs” of Gross et al. [191], which are asymptotically

unitary 2-designs with respect to scaling of the dimension d. This definition will be in terms of a

set G of unitaries and a probability distribution Ω over G. Note that we do not assume that G is

finite. Instead, we assume the weaker condition that G contains a finite number of “gates” that are

each either fixed (i.e., a constant matrix) or continuously parameterized. For example, a one-qubit

gate set of this sort G is the Hadamard gate and a continuous family of rotations around σz. The

probability distribution Ω should be interpreted as an arbitrary weighted mixture of probability

distributions over these fixed or parametrized gates. That is, sampling from Ω consists of first

selecting one of the gates, and if this selected gate is continuously parameterized we then further

sample a value for the continuous parameter(s) according to some distribution. We also assume that
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all of the probability density functions over any continuous parameter(s) are continuous function.

So when we use the notation
∑

G∈G this should be interpreted as a sum over the finite number of

(perhaps parameterized) gates and an integral over any continuous parameters in each gate.

Definition 2. Let G ⊆ U be a unitary gate set and Ω : G → [0, 1] be a probability distribution over

G. The tuple (G,Ω) is a sequence-asymptotic unitary t-design if

lim
m→∞

(∑
G∈G

Ω(G)G⊗t

)m
=

∫
U∈U

U⊗tdµ. (6.30)

If G is a unitary t-design then (G,Π) is also a sequence-asymptotic unitary t-design, where Π

is the uniform distribution (this can be shown by induction).

Definition 3. The (G,Ω)-twirl superchannel is the linear map TG,Ω : T (Hd) → T (Hd) with the

action

TG,Ω(E) =
∑
G∈G

Ω(G)GEG†. (6.31)

If (G,Ω) is a sequence-asymptotic unitary 2-design, Definition 2 implies that the mth power of

the (G,Ω) twirl superchannel TG,Ω converges to a rank 2 projector as m→ ∞. As such, the absolute

values of the eigenvalues of TG,Ω outside of this subspace must be strictly bounded above by 1. The

converse is also true: this condition on the eigenvalues of TG,Ω is sufficient for any (G,Ω) to be a

sequence-asymptotic unitary 2-design. We state this more formally in the following proposition, for

which we will require the notion of the fixed points of a linear map. The fixed points of a linear

map L : V → V , for some vector space V , are those v ∈ V such that L(v) = v. That is, they are

the eigenvectors with eigenvalue 1. For example, the space of all fixed points of the twirling map

for any unitary 2-design is Sdep [as defined in Eq. (6.29)]. The following are formal requirements on

properties of the map TG,Ω, that will allow us to characterize the sequence asymptotic 2-designs.

Proposition 1. Let G ⊆ U be a unitary gate set and Ω : G → [0, 1] be a probability distribution

over G. The tuple (G,Ω) is a sequence-asymptotic unitary 2-design if and only if the following two

conditions hold:

(1) The space of all fixed points of TG,Ω is the subspace of depolarizing channels Sdep.
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(2) If TG,Ω(E) = λE with E /∈ Sdep then |λ| < 1.

Proof. We first prove that if (G,Ω) is a sequence-asymptotic unitary 2-design then (1) and (2) are

implied. If (G,Ω) is a sequence-asymptotic unitary 2-design then the fixed points of TmG,Ω converge

to Sdep as m → ∞. The superchannel TG,Ω has complex eigenvalues of modulus at most 1. One

way to see this is by observing that mat [TG,Ω] :=
∑

G∈GΩ(G)G∗ ⊗G, which has the same spectrum

as TG,Ω, is a convex sum of unitaries, and so it is a CPTP map. Hence, any fixed point of TmG,Ω

is an eigenchannel of TG,Ω with an eigenvalue of unit modulus, and so it is also a fixed point of

TG,Ω if this eigenvalue is 1. Moreover, all of the unit modulus eigenvalues of TG,Ω must be equal to

1, because if this was not the case then TmG,Ω would not have a convergent spectrum as m → ∞,

which would imply that (G,Ω) was not a sequence-asymptotic unitary 2-design. Hence, the space

of fixed points of TG,Ω is Sdep, and the eigenvalues for all eigenchannels outside of this subspace

have absolute value strictly less than 1.

It remains to prove that if (1) and (2) hold then (G,Ω) is a sequence-asymptotic unitary 2-

design. If (1) and (2) hold this immediately implies that TmG,Ω converges to a rank-2 projector onto

Sdep as m → ∞. Projection onto this subspace is the action of the right hand side of Definition 2

for t = 2 [156], so (1) and (2) imply that Definition 2 holds for t = 2.

We now prove a lemma that will be of use later. Here and later, we let Gk = {gk . . . g1 | gi ∈ G}

be the gate set consisting of the set of all length k sequences of gates from G and Ωk be the

distribution over Gk obtained by k convolutions of Ω, i.e., Ωk(gk . . . g1) = Ω(gk) · · ·Ω(g1).

Lemma 1. The tuple (G,Ω) is a sequence-asymptotic unitary 2-design if and only if, for all k > 0,

(Gk,Ωk) is a sequence-asymptotic unitary 2-design.

Proof. Suppose (G,Ω) is a sequence-asymptotic unitary 2-design. The composite of twirling maps

is a twirling map. Thus by taking the composite map, (1) and (2) of Proposition 1 hold. The reverse

direction is trivial.

Proposition 1 allows us to test whether or not a given (G,Ω) tuple is a sequence-asymptotic
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unitary 2-design, by explicitly calculating the spectrum of TG,Ω. However, for an n-qubit gate set,

this brute force calculation becomes quickly intractable as n increases—using the stacked Hilbert-

Schmidt representation, TG,Ω is a 16n × 16n dimensional matrix. Moreover, this proposition is

not particularly instructive for the task of finding asymptotic unitary 2-designs. In the following

proposition and theorem, we give an alternative characterization of sequence-asymptotic unitary

2-designs.

Proposition 2. Let G ⊆ U be a unitary gate set and Ω : G → [0, 1] be a probability distribution

over G with support on all of G. Then (G,Ω) is a sequence-asymptotic unitary 2-design if and

only if the subspace of T (Hd) containing all superoperators that are preserved up to a (possibly

superoperator-dependent) phase under conjugation by all elements of G is the space of depolarizing

channels Sdep.

Proof. Assume that (G,Ω) is a sequence-asymptotic unitary 2-design. Let S denote the set of all

superoperators preserved under conjugation by all elements of G up to a phase, meaning the set

of all S ∈ T (Hd) satisfying GSG−1 = eiθSS for all G ∈ G, where θS is a phase that depends on

the superoperator being conjugated. If the superoperator S is preserved under conjugation up to

a phase by all elements of G then it is a unit-modulus eigenvector of the (G,Ω)-twirl superchannel

TG,Ω. Thus, by (2) in Proposition 1, it must have θS = 0 because (G,Ω) is a sequence-asymptotic

unitary 2-design by assumption. Hence, S is a subspace of the set of all fixed points of TG,Ω. If

GΩ is a sequence-asymptotic unitary 2-design then Proposition 1 states that the space of all fixed

points of TG,Ω is Sdep. Therefore, as all depolarizing maps are preserved under conjugation by any

unitary gate, if (G,Ω) is a sequence-asymptotic unitary 2-design then S = Sdep.

It remains to show that S = Sdep implies that (G,Ω) is a sequence-asymptotic unitary 2-

design. Assume that S = Sdep, let R be any element of G, and consider the gate set R−1G ={
R−1G | G ∈ G

}
. Now consider any superoperator V satisfying GVG−1 = eiθVV for all G ∈ R−1G

and some θV . The identity superoperator I is in R−1G, and hence eiθV = 1 for any such V. As

such, the only superoperators preserved up to phase under conjugation by all elements of R−1G are
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preserved with a phase of 1. Thus, because S = Sdep by assumption, the space of all superoperators

preserved under conjugation by all elements of R−1G contains Sdep since we see, for S ∈ Sdep,

(R−1G)S(R−1G)−1 = e−iθSRSR−1 = e−iθSS. The space of superoperators preserved up to a given

phase under conjugation by all elements of GR−1 is related via unitary conjugation to the space of

superoperators preserved up to the same phase under conjugation by all elements of G. Hence, if

V is preserved up to phase under conjugation by all elements of G, it is preserved with a phase of

1 and V ∈ Sdep.

Now, consider the (G,Ω)-twirl superchannel TG,Ω, and consider any V satisfying TG,Ω(V) =

eiθV for some eiθ. For clarity, let us express this as a matrix acting on a vector, by using the “stack”

operation. We then have ∑
G∈G

Ω(G)[G∗ ⊗ G] vec(V) = eiθ vec(V) (6.32)

where the matrix acting on vec(V) is a convex sum of unitaries, or a weighted sum and integral

over unitaries with the total “weighting” integrating to 1. Because unitaries preserve the length of

vectors, this can only hold if [G ⊗ G] vec(V) = eiθ vec(V) for all G ∈ G for which Ω(G) > 0, and this

is all G ∈ G by the conditions of the proposition. Hence, returning to the unstacked representation,

we have that

GVG−1 = eiθV (6.33)

for all G ∈ G. But we have shown above that, if S = Sdep, this holds if and only if V ∈ Sdep and

eiθ = 1. As such, any eigen-operator of TG,Ω outside of the depolarizing subspace has an eigenvalue

with absolute value strictly less than 1 in modulus. Proposition 1 then implies that (G,Ω) is a

sequence-asymptotic unitary 2-design.

Proposition 2 implies the following theorem:

Theorem 1. Let G ⊆ U be a unitary gate set that either generates a group or generates a dense

subset of a group, C, and let Ω : G → [0, 1] be a probability distribution over G with support on all of

G. Let Gk = {g1 . . . gk | gi ∈ G}, which generates a group, or a dense subset of a group, Ck. Then

(G,Ω) is a sequence-asymptotic unitary 2-design if and only if, for all k, Ck is a unitary 2-design.
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Proof. First we show that if each Ck is a unitary 2-design, then G is a sequence asymptotic 2-

design. If G generates a unitary 2-design, then the depolarizing subspace is a subspace of the space

preserved up to a phase by G. Suppose there is some element in the preserved space that is not

depolarizing. There is a k-string (a length k sequence of G ∈ G) that brings this phase arbitrarily

close to one. Then, in the group generated by these k-strings, this element is also preserved by Ck

with a phase arbitrarily close to 1. However, we also have that Ck is a unitary 2-design and thus

element must also belong to the depolarizing subspace, and thus we have a contradiction.

Next, we prove that if there is some Ck that is not a unitary 2-design, then G is not a

sequence asymptotic 2-design. Let SGk and SCk denote the space of all superoperators preserved

under conjugation up to a phase by all elements of Gk and Ck, respectively. Because Gk generates

Ck, or generates a dense subset of Ck, then SGk = SCk . If Ck is not a unitary 2-design then since

SCk = SGk , by Proposition 2 the elements of SGk preserve some superoperator up to a phase that

is not a depolarizing channel and thus SGk ̸= Sdep. But if SGk ̸= Sdep, then SCk ̸= Sdep. Therefore,

(Gk,Ωk) is not a sequence-asymptotic unitary 2-design, and hence by Lemma 1, (G,Ω) is not a

sequence-asymptotic unitary 2-design.

Theorem 1 characterizes the class of all gate sets, and probability distributions over those

gate sets, that form sequence-asymptotic unitary 2-designs. Perhaps surprisingly, a necessary and

sufficient condition is that the generated group by Gk is a unitary 2-design for every k. As an

example of a consequence of this theorem, consider the gate set G = {
√
ZH,Z

√
ZH} for which

both elements have a period of 3. G generates a subgroup of the Clifford group that is a unitary

2-design. However, G3 = {I,X, Y, Z} is the Pauli group, which does not form a 2-design. Hence, G

does not induce a sequence asymptotic 2-design.

In any instance where a gate set G does generate a unitary 2-design but does not induce

a sequence-asymptotic unitary 2-design (for any Ω), G can be altered so that it can induce a

sequence-asymptotic unitary 2-design by adding a single element to G. In particular, any gate set

G that generates a unitary 2-design and contains the identity gate is a sequence-asymptotic unitary
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2-design. This is a practically reasonable and easy-to-verify condition on a gate set.

6.7 A theory of Direct RB with gate-dependent errors

In this section we present two closely-related theories for direct RB under general Markovian

errors that build on (and are of similar rigor to) the most accurate theories of Clifford group RB

under general gate-dependent errors [168, 169, 209, 210]. These theories show that the direct RB

decay is an exponential (Sd ≈ A+Bpd) for sufficiently small gate errors, and that the direct RB error

rate (rΩ) is equal to a gauge-invariant definition for the Ω-weighted average infidelity (ϵΩ) of the

benchmarked gate set. This section begins with some preliminaries: in Section 6.7.1 we introduce

some assumptions and notation that are used in this section but not elsewhere in the paper; and

in Section 6.7.2 we review the concept of gauge, and gauge-invariant metrics. In Section 6.7.3 we

introduce the first of the two closely-related theories for direct RB that we present in this section.

This theory—which we refer to as the R-matrix theory for direct RB—combines the regular

representation of the group C with the superoperators for the imperfect gates to construct a matrix

R that can be used to exactly compute the direct RB decay (Sd).

In Sections 6.7.4-6.7.7 we then present our second theory for direct RB with general gate-

dependent errors—which we refer to as the L-matrix theory for direct RB—that enables us to

show that rΩ ≈ ϵΩ. This theory combines the superoperator representation of the group C with

the superoperators for the imperfect gates to construct a matrix L that is an imperfect version

of the twirling superchannel that appears in our theory of sequence-asymptotic unitary 2-designs

(Section 6.6). In Section 6.7.4 we show how Sd can be approximated by a function of the dth power

of this L matrix. In Section 6.7.5 we then show how Sd can be expanded into a linear combination

of many exponentials, using the spectral decomposition of L. In Section 6.7.6 we use the properties

of sequence-asymptotic unitary 2-designs (Section 6.6) to show that all but two terms in this linear

combination are negligable, i.e., Sd ≈ A + Bγd where γ is an eigenvalue of L that is close to 1.

This implies that direct RB approximately measures rγ = (4n − 1)(1 − γ)/4n, i.e., rΩ ≈ rγ . In

Section 6.7.7 we conclude our theory, by building on a proof of Wallman’s [169] to show that rγ is
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equal to a gauge-invariant definition for the Ω-weighted average infidelity (ϵΩ) of the benchmarked

gate set. Finally, in Section 6.7.8 we use the exact R-matrix theory for direct RB, and numerical

simulations, to validate our approximate L-matrix theory for direct RB—by demonstrating that

|(rΩ − rγ)/rγ | is small for a selection of randomly generated error models on a single-qubit gate

set. The theories presented in this section have a close relationship to the Fourier transforms over

a group, as is the case for Clifford group RB [209].

6.7.1 Assumptions and notation

Here we state assumptions and notation that are used throughout this section but that do

not necessarily apply elsewhere in the paper. We will assume that the state preparation and mea-

surement components of direct RB circuits contain only gates from the benchmarked gate set (G).

This is without loss of generality, as the sampling distribution Ω need not have support on all of G.

We also assume (1) unconditional compilation of the initial group element and final inversion group

element, and (2) no randomization of the output bit string. These two assumptions mean that

the state preparation circuit implements a random element of C, and the measurement prepara-

tion subcircuit implements the unique element in C that inverts the preceding circuit (as in Clifford

group RB). These assumptions are not necessary for much of theory in this section, but they greatly

simplify notation.

Unlike elsewhere in this paper, we will use G ∈ G and C ∈ C to represent group elements

[elsewhere we use, e.g., U(G)] rather than instructions to implement logic operations. Throughout

this paper, we denote the superoperator representing the imperfect [perfect] implementation of

G ∈ G by G̃(G) [G(G)]. Similarly, in this section we will denote the superoperator representing

the imperfect [perfect] implementation of C ∈ C (which are used in the state preparation and

measurement stages of direct RB circuits) by C̃(G) [C(G)]. Note that C(·) is a representation of the

group C. We will assume a low-error gate set, so that each G̃(G) is a small deviation from G(G)

(i.e., G̃(G) ≈ G(G)) for all G ∈ G and similarly C̃(C) ≈ C(C) for all C ∈ C. We will quantify this

assumption when used.
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6.7.2 Background: gauge-invariant metrics

In this section we will show that the direct RB error rate (rΩ) is related to a gauge-invariant

version of the average infidelity of an n-qubit gate sampled from Ω (ϵΩ). We will therefore first

review the concept of gauge in gate sets, as well as gauge-variant and gauge-invariant properties

of a gate set. The sets of all as-implemented and ideal operations in direct RB circuits can be

represented by

Gall = {⟨⟨x|}x∈Bn
∪ {G(G)}G∈G ∪ {C(C)}C∈C ∪ {|0n⟩⟩} , (6.34)

G̃all = {⟨⟨Ex|}x∈Bn
∪ {G̃(G)}G∈G ∪ {C̃(C)}C∈C ∪ {|ρ⟩⟩} , (6.35)

respectively, where Bn is the set of all length n bit strings, Ex is a measurement effect representing

the x measurement outcome (so ⟨⟨Ex| ≈ ⟨⟨x|), and ρ represents imperfect state initialization (so

|ρ⟩⟩ ≈ |0n⟩⟩). (Furthermore, due to our assumption in this section that the target bit string is

always the all-zeros bit string, we only need the x = 0n effect).

All ideal and actual outcomes of circuits in direct RB can be computed from Gall and G̃all, re-

spectively. However, the predictions of these models are unchanged under a gauge transformation—

all operation sets of the form

G̃all (M) =
{
⟨⟨Ex|M−1

}
x∈Bn

∪
{
MG̃iM−1

}
∪ {M|ρ⟩⟩} , (6.36)

make identical predictions for the outcome distributions of all circuits, where M is any invertible

linear map, called a gauge transformation [148, 149, 231, 232]. If f is a property of G̃all, it is only

experimentally observable if

f
(
G̃all

)
= f

(
G̃all (M)

)
, (6.37)

for all M, i.e., f must be gauge-invariant. Many metrics of error for a gate or set of gates that

are defined as functions of process matrices are not gauge-invariant [148, 149, 168, 231, 232]. This

includes the [in]fidelity of a superoperator, so ϵΩ is not gauge-invariant. This implies that an RB

error rate (which is observable) cannot be equal to the standard, gauge-variant definition of the
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average infidelity of a gate set [168], i.e., to connect RB error rates to infidelities we need a gauge-

invariant definition for infidelity [168, 169, 210].

6.7.3 An exact theory of direct randomized benchmarking

Here we present a theory for direct RB that is exact, generalizing a theory for Clifford group

RB presented in [168]. This theory, which we call the R-matrix theory for direct RB, provides an

exact formula for the average success probability (Sd), as a function of an imperfect gate set G̃

and a sampling distribution Ω. This formula is efficient in d (but not n) to compute. We will find

this theory useful for verifying the accuracy of the approximate theory (that shows that rΩ ≈ ϵΩ)

introduced later in this section. Our exact theory requires one additional assumptions: we require

that G generates a finite group C.

Our theory starts from the formula for Sd that follows directly from the definition of Sd and

the direct RB circuits. Specifically,

Sd = ⟨⟨E0| S̃d|ρ⟩⟩, (6.38)

where

S̃d =
∑
Gd∈G

· · ·
∑
G1∈G

∑
C∈C

[Ω(Gd) · · ·Ω(G1)Π(C) ×

C̃(C−1G−1
1 · · ·G−1

d )G̃(Gd) · · · G̃(G1)C̃(C)], (6.39)

where (as above) Π is the uniform distribution. To expresses S̃d (and so Sd) in an efficient-in-d

form, we use the regular representation [R(·)] of the group C. To specify these matrices explicitly,

we index the elements of C by i = 1, 2, . . . , |C|, with i = 1 corresponding to the identity group

element. Then R(G) is the C × C matrix with elements given by R(G)jk = 1 if GCk = Cj and

R(G)jk = 0 otherwise. So, R(G) is a permutation matrix in which the ith row encodes the product

of G and the ith group element. We now use the regular representation to define a matrix [RG,G̃,Ω]

that can be used to model sequences of gates from G̃ that are independent samples from Ω. We
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define RG,G̃,Ω by

RG,G̃,Ω =
∑
G∈G

Ω(G)R(G)⊗ G̃(G). (6.40)

We now express S̃d in terms of R matrices, and to do so we will need the vector

v = (1, 0, 0, . . . )T ⊗ I, (6.41)

where I is the 4n × 4n dimensional identity superoperator (and the first entry of v corresponds to

the identity group element). We can express S̃d in terms of R matrices and v as follows:

S̃d = vTRC,C̃,ΠR
d
G,G̃,ΩRC,C̃,Πv, (6.42)

noting that RC,C̃,Π represents the application of a uniformly random element from C̃. To understand

why this equation holds, consider

w = RC,C̃,ΠR
d
G,G̃,ΩRC,C̃,Πv. (6.43)

This is a vector of superoperators where the ith element of w consists of an average over all sequences

of superoperators consisting of (1) a uniformly random element of C̃, (2) d elements of G̃ sampled

from Ω, and (3) a uniformly random element of C̃, conditioned on the overall ideal (error-free)

action of the sequence being equal to the group element C(Ci). To average over all direct RB

sequences of length d we simply need to condition on the overall action of the sequence being the

identity—which is vTw.

To obtain our final result—a formula for Sd—we substitute Eq. (6.42) into Eq. (6.38) to obtain

Sd = ⟨⟨E0|vTRC,C̃,ΠR
d
G,G̃,ΩRC,C̃,Πv |ρ⟩⟩. (6.44)

This formula for Sd is efficient in d to calculate (simply via multiplication of R matrices, or via the

spectral decomposition of the two R matrices). The R matrices grow quickly with both the size of

the generated group (i.e., with |C|) and n. However, the R matrices are sufficiently small when C is

the single-qubit Clifford group (they are 96× 96 matrices) to use this theory to numerical evaluate

Sd (without resorting to sampling) for any single-qubit gate set G that generates the Clifford group.
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As such, this theory is useful for numerically studying direct RB in the single-qubit setting—and

this will allow us to validate our theory that shows that rΩ ≈ ϵΩ (see Section 6.7.8).

Equation (6.44) can be rewritten in terms of the dth power of the eigenvalues of RG,G̃,Ω. How-

ever, this does not immediately imply that Sd ≈ A+Bpd (each R matrix has 4n× |C| eigenvalues).

6.7.4 Modelling the direct RB decay with twirling superchannels

In this and the subsequent subsections, we present our L-matrix theory for direct RB. In

this theory, we will show how the direct RB decay, and error rate, can be approximately expressed

in terms of the following matrix

LG,G̃,Ω =
∑
G∈G

Ω(G)G(G)⊗ G̃(G). (6.45)

Like the R matrix [Eq. (6.40)], this L matrix consists of summing over a tensor product of (1) a

representation of the group C generated by C and (2) the as-implemented superoperators. In the

case of the R matrix, this representation of the group was the regular representation [R(·)], and in

the case of the L matrix it is the standard superoperator representation [G(·)] of the group.

To derive our theory, we first show how the direct RB success probability (Sd) can be approx-

imately expressed as a function of twirling superchannels Q whereby mat[Q] = L. In subsequent

subsections, this will enable us to show that the direct RB decay is approximately exponential, and

that rΩ ≈ ϵΩ. Our theory will use error maps for the as-implemented group elements C̃. Let

Λ(C) = C(C)†C̃(C), (6.46)

for C ∈ C, which is the “pre-gate” error map for the superoperator C̃(C). We also use the average

error map (Λ̄), defined by

Λ̄ =
∑
C∈C

Π(C)Λ(C). (6.47)

The first step to deriving our L-matrix theory for direct RB is to approximate the imperfect

initial group element using a gate-independent error channel. To do so, we first note that Eq. (6.39)
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can be rewritten as

S̃d =
∑
C∈C

∑
Gd∈G

· · ·
∑
G1∈G

[Π(C)Ω(Gd) · · ·Ω(G1) ×

C̃(C)G̃(Gd) · · · G̃(G1)C̃({CGd · · ·G1}−1)], (6.48)

i.e., we have rewritten the first group element in terms of the Gi and the inversion group element

(which is now denoted by C). Now we have that

C̃({CGd · · ·G1}−1) =

G†(G1) · · · G†(Gd)C†(C)Λ({CGd · · ·G1}−1), (6.49)

and by substituting this into Eq. (6.48), we obtain

S̃d =
∑
C∈C

∑
Gd∈G

· · ·
∑
G1∈G

[Π(C)Ω(Gd) · · ·Ω(G1) ×

C̃(C)G̃(Gd) · · · G̃(G1) ×

G†(G1) · · · G†(Gd)C†(C)Λ(({Gd · · ·G1}−1)]. (6.50)

By replacing the error maps in this equation (i.e., the error maps for each initial group element)

with their average, we obtain

S̃d =
∑
C∈C

∑
Gd∈G

· · ·
∑
G1∈G

[Π(C)Ω(Gd) · · ·Ω(G1) ×

C̃(C)G̃(Gd) · · · G̃(G1) ×

G†(G1) · · · G†(Gd)C†(C)]Λ̄ + ∆d, (6.51)

where ∆d absorbs the approximation error. This approximation breaks the dependencies, enabling

independent averaging, as we can rearrange Eq. (6.51) to

S̃d =
{∑
C∈C

Π(C)C̃(C)
{ ∑
Gd∈G

Ω(Gd)G̃(Gd) · · ·

{ ∑
G1∈G

Ω(G1)G̃(G1)G†(G1)
}
· · · G†(Gd)

}
C†(C)

}
Λ̄ + ∆d. (6.52)
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This can be more concisely expressed using two superchannels:

S̃d =
(
QC,C̃,Π ◦QdG,G̃,Ω

)
[I]Λ̄ + ∆d, (6.53)

where I is the identity superoperator, and QG,G̃,Ω and QC,C̃,Π are imperfect twirling superchannels,

defined by

QG,G̃,Ω[E ] =
∑
G∈G

Ω(G)G̃(G)EG†(G), (6.54)

QC,C̃,Π[E ] =
∑
C∈C

Π(C)C̃(C)EC†(C). (6.55)

By substituting Eq. (6.53) into Eq. (6.38) we obtain

Sd = ⟨⟨E0|
(
QC,C̃,Π ◦QdG,G̃,Ω

)
[I]
∣∣ρ′〉〉+ δd, (6.56)

where |ρ′⟩⟩ = Λ̄|ρ⟩⟩ and

δd = ⟨⟨E0|∆d|ρ⟩⟩. (6.57)

Equation (6.56) represents the average direct RB success probability in terms of imperfect twirling

superchannels, which builds on similar results for Clifford group RB [168, 169, 233].

Later we will apply the theory of sequence-asymptotic unitary 2-designs (Section 6.6) to

understand Sd, and to do so we will find it useful to replace the Q superchannels in Eq. (6.56) with

the closely related L matrices [see Eq. (7.14)]. Consider

vec(QC,C̃,Π ◦QdG,G̃,Ω[I]) = mat(QC,C̃,Π)mat(QG,G̃,Ω)
d|I), (6.58)

where, as introduced in Section 6.6, vec[·] denotes the “stacking” map, mat[·] turns a superchannel

into a matrix and |·) turns a superoperator into a vector. So, e.g., we find that

mat[QG,G̃,Ω] =
∑
G∈G

Ω(G)G(G)⊗ G̃(G) = LG,G̃,Ω, (6.59)

where LG,G̃,Ω is the matrix introduced in Eq. (7.14) [here we have assumed a Hermitian basis for

superoperators, so that G(G)’s element are real numbers]. We can therefore rewrite Eq. (6.56) in

terms of two L matrices:

Sd = ⟨⟨E0|unvec
[
LC,C̃,ΠL

d
G,G̃,Ω|I)

] ∣∣ρ′〉〉+ δd. (6.60)
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Equation (7.12) contains an approximation error term (δd) and we now bound this term.

Using basic properties of CPTP maps and the diamond norm it may be shown that

|δd| ⩽ ∥∆d∥⋄ ⩽
∑
C∈C

Π(C)
∥∥Λ̄− Λ(C)

∥∥
⋄ ≡ ∆, (6.61)

where ∥·∥⋄ is the diamond norm d. Error maps are not gauge-invariant, so the size of δd (and the size

of our upper-bound on |δd|) depends on the representation of G̃all. Even for low-error gates—here

meaning that every Λ(C) is close to the identity in some representation—∆ and δd can always be

made large by choosing a “bad” gauge in which to express G̃all. But our bound holds for any CPTP

representation, and so |δd| ⩽ ∆min with ∆min the minimum of ∆ over all CPTP representations

of G̃all. In the following, we will assume we are using a representation in which δd is small, which

always exists with sufficiently low-error gates. Finally, we note that it is possible to improve our

bound on δd, using an analysis similar to Wallman’s [169] treatment of Clifford group RB, which

bounds a quantity that is closely related to δd from above by a function that decays exponentially

in d.

6.7.5 Modelling the direct RB decay using the spectrum of twirling superchannels

We have shown that the direct RB average success probability (Sd) can be approximated by

a function of the dth power of LG,G̃,Ω [see Eq. (7.12)]. This implies that Sd can be approximated

using the spectral decomposition of LG,G̃,Ω. We now derive the functional form of this spectral

decomposition, which in the subsequent subsection we will use to show that Sd ≈ A + Bpd. Let

γ̃i for i = 1, 2, . . . , 16n denote the eigenvalues of LG,G̃,Ω ordered by descending absolute value, i.e.,

|γ̃i| ⩾ |γ̃i+1| for all i. Then Eq. (7.12) implies that Sd may be written as

Sd = ω̃1γ̃
d
1 + ω̃2γ̃

d
2 + · · ·+ ω̃16n γ̃

d
16n + δd, (6.62)

d An explicit derivation that immediately implies this relation is given in [168] in the context of an equivalent relation

in Clifford group RB (see the supplemental material in [168], and also see [155, 233] for similar work). Note that

this upper-bound is d independent, unlike the similar bound for approximating Clifford group RB decay curves in

[155] that grow with d and which is therefore not able to provide useful guarantees on Sd [168, 169].
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where the ω̃k are d-independent parameters. Note that the eigenvalues of an L matrix are gauge-

invariant—because gauge transformations act on a L matrix by matrix conjugation, with a matrix

of the form I ⊗M—so the γ̃i are gauge-invariant.

We now derive a formula for ω̃k. It is convenient to rewrite Eq. (7.12) as

Sd = ⟨⟨E0| S̃′
d

∣∣ρ′〉〉+ δd, (6.63)

where

S̃ ′
d = unvec

[
LC,C̃,ΠL

d
G,G̃,Ω|I)

]
. (6.64)

We now write S̃ ′
d in terms of the eigenvectors and eigenvalues of the two L matrices, LG,G̃,Ω and

LC,C̃,Π. Let η̃i for i = 1, 2, . . . , 16n denote the eigenvalues of LC,C̃,Π ordered by descending absolute

value, i.e., |η̃i| ⩾ |η̃i+1| for all i (noting that γ̃i denote the ordered eigenvalues of LGG̃,Ω). More-

over, let LC,C̃,i and RC,C̃,i (LG,G̃,i and RG,G̃,i) be superoperators that, when stacked, are mutually

orthonormal left and right eigenvectors of the matrix LC,C̃,Π (the matrix LG,G̃,Ω ) with eigenvalue

η̃i (eigenvalue γ̃i). That is

LG,G̃,Ω

∣∣∣RG,G̃,i

)
= γ̃i

∣∣∣RG,G̃,i

)
, (6.65)

(LG,G̃,i

∣∣∣LG,G̃,Ω = (LG,G̃,i

∣∣∣γ̃i, (6.66)

LC,C̃,Π

∣∣∣RC,C̃,i

)
= η̃i

∣∣∣RC,C̃,i

)
, (6.67)

(LC,C̃,i

∣∣∣LC,C̃,Π = (LC,C̃,i

∣∣∣η̃i, (6.68)

with (
LG,G̃,i | RG,G̃,j

)
= δij ,

(
LC,C̃,i | RC,C̃,j

)
= δij . (6.69)

Writing the two L matrices in terms of their eigenvalues and their left and right eigenvectors, and

substituting this decomposition of the L matrices into Eq. (6.64), we obtain

S̃ ′
d =

∑
jk

η̃j γ̃
d
kunvec

[
|RC,C̃,j)(LC̃,C,j |RG,G̃,k)(LG,G̃,k||I)

]
. (6.70)

By substituting Eq. (6.70) into Eq. (6.63) and comparing the resultant equation to Eq. (6.62), it

follows that

ω̃k =
〈〈
E′

0

∣∣S ′
d,k|ρ⟩⟩ (6.71)
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where

S ′
d,k =

∑
j

η̃j unvec
[
|RC,C̃,j)(LC,C̃,j |RG,G̃,k)(LG,G̃,k||I)

]
. (6.72)

This formula shows that we can quantify ω̃k by studying the overlap in the eigenchannels of the two

L matrices, as well as the spectrum of LC,C̃,Π.

6.7.6 The direct RB decay is approximately exponential

We have now shown that the average success probability (Sd) in direct RB can be written as

a linear combination of the dth powers of the 16n eigenvalues of the L matrix (γ̃k), and we have

derived formula for the coefficients in this sum (ω̃k). We now use the theory of sequence-asymptotic

unitary 2-designs (Section 6.6), as well as the theory of ordinary unitary 2-designs, to show that

Sd ≈ A + Bγd where γ ≡ γ̃2 is the second largest eigenvalue of LG,G̃,Ω. Our theory relies on two

properties of G, Ω, and G̃: (1) (G,Ω) is a sequence-asymptotic unitary 2-design, and (2) the gates

are low error, i.e., G̃ is close to G and C̃ is close to C.

This second condition, above, implies that both the L matrices that appear in Eq. (6.64)

[LG,G̃,Ω and LC,C̃,Π] will be small perturbations on the L matrices for perfect, error-free gate sets

[i.e., LG,G,Ω and LC,C,Π]. The group generated by G, i.e, C, is a unitary 2-design. Therefore

LC,C,Π =
∑
C∈C

Π(C)C(C)⊗ C(C), (6.73)

is a projection onto the space spanned by a completely depolarizing channel [D0] and the identity

superoperator [I] (see Section 6.6). Letting ηi denote the ordered eigenvalues of LC,C,Π, we have that

(1) η1 = η2 = 1, with the two-dimensional eigen-space for this eigenvalue spanned by D0 and I, and

(2) ηi = 0 for i ⩾ 3. Similarly, Propopsition 1 implies that, because (G,Ω) is a sequence-asymptotic

unitary 2-design,

LG,G,Ω =
∑
G∈G

Ω(G)G(G)⊗ G(G), (6.74)

has two unit eigenvalues, which also correspond to the two-dimensional depolarizing subspace, and

all other eigenvalues have absolute value strictly less than one. So, letting γi denote the ordered

eigenvalues of LG,G,Ω, we have that (1) γi γ1 = γ2 = 1, with the two-dimensional eigen-space for
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this eigenvalue spanned by D0 and I, and (2) |γi| ⩽ 1 for all i ⩾ 3. Using Eqs. (6.71)-(6.72), this

then implies that if G̃ = G and C̃ = C, i.e., the gates are perfect, then ω̃k = 0 for k ⩾ 3.

Consider now the case of imperfect but low-error gates, i.e., G̃ ≈ G and C̃ ≈ C. As long as

the errors are small, the eigenvalues of LG,G,Ω will be close to those of LG,G̃,Ω. This is demonstrated

with an example in Fig. 6.4. Furthermore, as long as the errors are small enough so that the gap

between the 2nd largest eigenvalue and the smaller eigenvalues of LG,G,Ω does not close, the span

of the eigenvectors of γ̃1 and γ̃2 is a small perturbation on the depolarizing subspace. Similarly, as

long as the errors are small enough so that the gap between the 2nd largest eigenvalue and the zero

eigenvalues of LC,C,Π does not close, the span of the eigenvectors of η̃1 and η̃2 is a small perturbation

on the depolarizing subspace. This then implies that

|ω̃k| ≪ 1 ∀k ⩾ 3. (6.75)

Substituting this into Eq. (6.62), and by noting that 1 is always an eigenvalue of an L matrix for

trace-preserving superoperators (we are assuming CPTP superoperators throughout), we find that

Sd = A+Bγd + δd + δ′d (6.76)

where A = ω1, B = ω2, γ = γ̃2 and δ′d =
∑16n

k⩾3 γ̃
d
kωk consists of a sum of 16n − 2 small terms.

Therefore, for small n, we have that

Sd ≈ A+Bγd, (6.77)

i.e., the direct RB average success probability decay is approximately an exponential (plus a con-

stant).

Interestingly, note that the above theory does not show that |δ′d| is small for n ≫ 1. This

is because we have only shown that δ′d is the sum of 16n − 1 small terms. Furthermore, the above

theory has limited applicability in the n ≫ 1 regime for another reason: for any G consisting of

gates constructed from parallel one- and two-qubit gates, the upper spectral gap in the LG,G,Ω

matrix must decrease in size as n increases. This is because the spectral gap is closely related to

convergence to a unitary 2-design, and the number of layers of one- and two-qubit gates needed to
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Figure 6.4: The eigenvalues of the LG̃,G,Ω matrix for the single qubit gate set G = {X(π2 ), Y (π2 )}
without errors [red circles], i.e., G̃ = G, and with a small coherent over-rotation error on each gate
[black crosses], i.e. G̃ = {X(π2 + ϵ), Y (π2 + ϵ)}, with ϵ = 0.1. There are two unit eigenvalues for
the error-free gate set, and all other eigenvalues have absolutely value strictly less than 1. Here
the upper spectral gap—meaning the difference in the magnitudes of the second and third largest
eigenvalues of L—is 1

2 for the error-free gate set, and it is still close to 1
2 for the imperfect gates.
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implement a good approximation to unitary 2-design increases with n. Yet our less formal theory

for direct RB—presented in Section 6.5—shows that direct RB is reliable in the n≫ 1 setting, i.e.,

we do have Sd ≈ A+Bpd for some A, B and p, even when n≫ 1. It is an interesting open question

as to how to obtain this result from the R or L matrix theories presented in this section.

6.7.7 The direct RB measures a version of infidelity

We have now shown that the direct RB success probability (Sd) is approximately given by

Sd ≈ A + Bγd where γ is the second largest eigenvalue of the superchannel LG,G̃,Ω. The direct

RB error rate (rΩ) is defined to be rΩ = (4n − 1)(1 − p)/4n, where p is obtained by fitting Sd to

Sd = A+Bpd. The theory presented so far therefore implies that rΩ ≈ rγ where

rγ = (4n − 1)(1− γ)/4n. (6.78)

The final part of our theory is to show that rγ is (exactly) equal to a gauge-invariant version of

the mean infidelity of a gate sampled from Ω (ϵΩ). That is, we now show that direct RB measures

the Ω-weighted average infidelity of the gate set G̃ it is used to benchmark, in the same sense that

Clifford group RB measures the mean infidelity of an implementation of the Clifford group [168,

169].

First we introduce a term for a gate set G̃ that has sufficiently small errors for the upper

spectral gap in the LG,G̃,Ω to not close (which is a condition that we required, above, to show that

Sd ≈ A+Bγd).

Definition 4. Let (G,Ω) be a sequence-asymptotic unitary 2-design, and let G̃ represent some

implementation of G. This implementation is (G,Ω)-benchmarking compatible if the upper spectral

gap of LG,G̃,Ω does not close.

Next, we present a rather technical proposition, that generalizes a result derived by Wallman

[169] (see Theorem 2 therein) for Clifford group RB:

Proposition 3. Let (G,Ω) be a sequence-asymptotic unitary 2-design, and let G̃ represent an im-

plementation of G that is sufficiently low error to be (G,Ω)-benchmarking compatible. Let γ be the
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Figure 6.5: Verifying the accuracy of our Lmatrix theory for direct RB, using numerical simulations.
We show the theory’s prediction for the direct RB error rate (rγ) versus an estimate r̂Ω of the true
direct RB error rate (rΩ) obtained by simulating direct RB. Each data point shows rγ versus r̂Ω
for a different randomly generated Markovian error models (see main text for error model details).
We find that rγ and r̂Ω are consistent, but note that small systematic deviations between rγ and
rΩ would not be visible due to the finite sample error on r̂Ω.

second largest eigenvalue of LG,G̃,Ω by absolute value, and let E1 and Eγ be eigenoperators of LG,G̃,Ω

with eigenvalues 1 and γ, respectively. Then E = E1 + Eγ satisfies

LG,G̃,Ω(E) = DγE , (6.79)

where Dγ is the depolarization channel with decay constant γ.

Proof. See Appendix 6.9.

We now use Proposition 3 to prove that rγ = ϵΩ(G̃(E),G). Here

ϵΩ(G̃(E),G) =
∑
G∈G

Ω(G)ϵ(EG̃(G)E−1,G(G)), (6.80)

where E is as defined in Proposition 3. Equation (6.80) is the Ω-weighted average infidelity between

the superoperators in G and G̃(E), where G̃(E) expresses the imperfect operations in a particular

gauge e:

G̃(E) :=
{
EG̃(G)E−1 | G ∈ G

}
. (6.81)

e Note that the E transformation is also applied to the SPAM whenever any probabilities are to be calculated, but

for simplicity we have dropped the SPAM operations from the notation throughout this subsection.
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Note that the superoperators in G̃(E) are not necessarily completely positive (this follows because

it is true in the case of Clifford group RB [168, 169], and Clifford group RB is a special case of

direct RB). Furthermore, note that G̃(E) is ill-defined if E is singular, and in any such case we take

G̃(E) to instead be defined using a small perturbation on E . In the following proposition, which is a

generalization of a result for Clifford group RB shown in [168, 169], we prove that rγ = ϵΩ(G̃(E),G).

Proposition 4. Let G,Ω, G̃, γ and E be as defined in Proposition 3. Then rγ = (d2 − 1)(1− γ)/d2

satisfies

rγ = ϵΩ(G̃(E),G). (6.82)

Proof. From Proposition 3 we have that LG,G̃,Ω(E) = DγE , and so LG,G̃,Ω(E)E−1 = Dγ . Taking the

entanglement infidelity to the identity superoperator of both sides of this equality, and using the

definition of LG,G̃,Ω, we have that

ϵ

(∑
G∈G

Ω(G)G−1(G)EG̃(G)E−1, I

)
= ϵ(Dγ , I) (6.83)

Now using the well-known relation [155]

ϵ(Dλ, I) =
(4n − 1)(1− λ)

4n
(6.84)

and the definition of rγ , it follows that ϵ(Dγ , I) = rγ . Using this equality, the linearity of ϵ, and

the easily verified relation ϵ(B−1A, I) = ϵ(A,B) for any superoperators A and B with B invertible,

Eq. (6.83) implies that ∑
G∈G

Ω(G)ϵ
(
EG̃(G)E−1,G(G)

)
= rγ (6.85)

By noting that G̃(E) = {EG̃(G)E−1 | G ∈ G}, it follows immediately from the definition of ϵΩ,

which is the average infidelity of a gate sampled from Ω, that the left hand side of this equation is

the ϵΩ(G̃(E),G). As such rγ = ϵΩ(G̃(E),G), as required.

We now summarize the results of our theory for direct RB in the following lemma:

Lemma 2. The direct RB error rate (rΩ) is approximately equal to the Ω-weighted average infidelity

of the benchmarked gate set: rΩ ≈ ϵΩ(G̃(E),G).
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Figure 6.6: Verifying the accuracy of our L matrix theory for direct RB, using our exact R matrix
theory. We show the L matrix theory’s prediction for the direct RB error rate (rγ) versus rΩ
computed from our exact R matrix theory (the R matrix theory enables computing Sd exactly, and
we then fit Sd to Sd = A + Bpd). Each data point shows rγ versus rΩ for the same randomly
generated Markovian error models as in Figure 6.5. The inset shows a histogram of the relative
error [(rΩ − rγ)/rΩ], demonstrating that our L matrix theory is extremely accurate. We observe
extremely close agreement between rΩ and rγ , with no more than ±1% relative error (see inset
histogram).

6.7.8 Validating the theory using numerical simulation

In this section we verify the correctness of our L matrix theory for direct RB, using numerical

simulations. We simulated direct RB on a single qubit with a gate set consisting of X(π2 ) and Y (π2 )

gates. We choose an error model consisting of random Markovian errors with rates that contribute

no more than ε to the gate’s infidelity, for some small ε > 0, using the error generator formalism in

[234]. That is, the superoperator G̃(G) for each gate is modelled as

G̃(G) = exp

(
12∑
i=1

vi(G)Vi
)
G(G) (6.86)

where the Vi form a basis for the space of Markovian errors. For this example, the 12 error generators

consist of three each of C,A, S and H type generators defined in [234]—where S and H are Pauli

stochastic and Hamiltonian error generators respectively, while the remaining “Pauli-correlation”

and “active” error generators augment the stochastic errors. For Hamiltonian errors, the leading

order contribution to a gate’s infidelity is at second order, whereas for stochastic errors it is at first

order. Therefore, the Hamiltonian error rates (the vi) are chosen uniformly at random from choose

[0,
√
ε], while the rates (the vi) for all other errors are chosen uniformly from [0, ε]. We do this
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for 785 different error models, varying ε from ε = .001 to ε = .01. The results of the numerical

experiments are shown in Figs. 6.5 and 6.6.

For each error model, Fig. 6.5 shows the prediction for rΩ from the L matrix theory (which is

rγ) versus an estimate r̂Ω for rΩ obtained by simulating direct RB circuits, and fitting the data to

Sd = A+Bpd. Error bars are 1σ, and they are computed using a standard bootstrap. We observe

good agreement between rγ (the theory’s prediction) and rΩ. However, quantifying any small

underlying discrepancies between rΩ and rγ is difficult due to the uncertainties in the r̂Ω—which

arise from simulating a finite set of direct RB circuits. To remove this uncertainty, we computed

the exact Sd values, using our exact R matrix theory for direct RB, and we then fit these exact

values for Sd to Sd = A+Bpd to obtain rΩ. Figure 6.6 shows rΩ versus rγ , and a histogram (inset)

of the relative error (rΩ − rγ)/rΩ. We find extremely close agreement between rΩ and rγ , with no

more than ±1% relative error. This therefore demonstrates the accuracy of our L matrix theory for

direct RB.

6.8 Conclusion

Direct RB [167] is a method for benchmarking a set of quantum gates that does not require the

inflexible circuit sampling and the complex gate-compilation of standard Clifford group RB [154].

This means that direct RB can benchmark more qubits than Clifford group RB, and direct RB can

reliably extract information about the performance of the native gates of a device. In this paper we

have presented a general definition for the direct RB protocol, and theories that explain how and

why direct RB is broadly reliable. Our theory shows that direct RB is reliable as long as, whenever

an error occurs, it almost certainly spreads on to many qubits before another error occurs. This

proof that direct RB is reliable does not rely on convergence of a sequence of gates to a uniformly

element from a unitary 2-design. This is crucial for proving that direct RB can be reliable on n≫ 1

qubits with realistic error rates, as the number of layers required for such convergence necessarily

increases with n. Furthermore, our theories show that the direct RB error rate can be interpreted

as the average infidelity of the benchmarked gates, building on similar results for Clifford group
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RB [168, 169].

Clifford group RB has been extended to an entire suite of methods, including methods for

estimating the error rates of individual gates [160, 235, 236], for quantifying the coherent component

of gate errors [237–239], for estimating leakage and loss [233, 240, 241], for calibrating gates [187,

188], and for quantify crosstalk [165, 242]. We anticipate that all of these methods can be adapted

to the more flexible direct RB framework, and fully developing these techniques is an interesting

direction for future research. One limitation of direct RB is that it is not indefinitely scalable—

as shown in Fig. 6.3—because initialization and measurement of a random stabilizer state requires

O(n2/ log n) two-qubit gates. Recent work on mirror RB [190, 221, 243] has shown that it is possible

to adapt direct RB to remove these expensive steps, and much of the theory and many of the analysis

techniques used in this paper are also applicable to that more scalable protocol.

6.9 Proof of Proposition 3

Proof. By linearity LG,G̃,Ω (E1 + Eγ) = E1 + γEγ . If γ = 1 then the proposition holds trivially, so

consider the case of γ < 1. If γ < 1 then, because G̃ is a low-error implementation of G, both 1

and γ are non-degenerate eigenvalues of LG,G̃,Ω. Therefore, up to constant scalings, E1 and Eγ are

unique. Define

G̃Ω−avg ≡
∑
G∈G

Ω(G)G̃, GΩ−avg ≡
∑
G∈G

Ω(G)G, (6.87)

where we abuse notation and consider all gates as these as superoperators. Let ⟨⟨V | denote some

left eigenvector of the Hilbert-Schmidt space matrix G̃Ω− avg with eigenvalue 1, i.e., ⟨⟨V | G̃Ω− avg =

⟨⟨V | . This eigenvector exists because the elements of G̃ are trace-preserving maps, which implies

that G̃Ω−avg is also a trace-preserving map, and all trace-preserving maps have 1 as an eigenvalue.

Because the the elements of G are the superoperators for unitary gates, G−1|B0⟩⟩ = |B0⟩⟩ for all

G ∈ G, where B0 = Id/
√
d (here we are using the basis for Hilbert-Schmidt space introduced in
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Section 6.6.1). This is the statement that unitary maps are unital. Hence we have that

LG,G̃,Ω(|B0⟩⟩⟨⟨V |) =
∑
G∈G

Ω(G)[G−1|B0⟩⟩⟨V |G̃]

= |B0⟩⟩⟨⟨V | G̃Ω−avg,

= |B0⟩⟩⟨⟨V |

(6.88)

and therefore

E1 = |B0⟩⟩⟨⟨V | . (6.89)

Using the “stacked” representation discussed in Section 6.6.1, we may turn LG,G̃,Ω(Eγ) = γEγ into a

more standard eigenvector equation.

Let G−1
u = G−1 − |B0⟩⟩⟨⟨B0| for all G ∈ G, which is known as the unital component of G−1.

Because the elements in G are unitary gates

⟨⟨B0|G−1
u = G−1

u |B0⟩⟩ = 0, (6.90)

for all G ∈ G. Therefore, for any superoperator X ,

vec(LG,G̃,Ω(X )) =
∑
G∈G

Ω(G)[G̃T ⊗ G−1] vec(X )

=
∑
G∈G

Ω(G)[G̃T ⊗ (|B0⟩⟩⟨B0|+ G−1
u )] vec(X )

= [L0 + L⊥] vec(X )

(6.91)

with L0 = G̃TΩ−avg ⊗ |B0⟩⟩⟨B0| and

L⊥ =
∑
G∈G

Ω(G)(G̃T ⊗ G−1
u ). (6.92)

Because G−1
u |B0⟩⟩⟨B0| = |B0⟩⟩⟨B0|G−1

u = 0, we have that the L0 and L⊥ matrices satisfy

L0L⊥ = L⊥L0 = 0. (6.93)

As such, the set of eigenvalues of L is the union of the sets of eigenvalues of L0 and L⊥. Moreover,

if V is an eigen-operator of L and if the associated eigenvalue is not an eigenvalue of L0, then

vec(V) =
∑
j

∑
k>0

vjk|Bj⟩⟩ ⊗ |Bk⟩⟩, (6.94)
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for some vjk, and so ⟨⟨B0|V = 0.

We now show that γ is not an eigenvalue of L0, which then implies that ⟨⟨B0|Eγ = 0. The

eigenvalues of L0 are the eigenvalues of G̃Ω−avg, together with 0. GΩ−avg is a sequence-asymptotic

2-design, and thus has 1 as a non-degenerate eigenvalue. We will show this is also true for G̃Ω−avg.

In [169], the author shows that, if the generating set is a 2-design, G̃Ω−avg will generally have a

unique largest eigenvalue. We extend this argument to sequence-asymptotic 2-designs. The limiting

map of the generator twirl is a 2-design twirl, and so in the limit the result from [169] holds. Now,

suppose that it did not hold that the generator twirl had a non-degenerate 1-eigenspace. At no

point in the limiting sequence could it acquire one, thus it has to have one to begin with.

Now, suppose by way of contradiction that γ is an eigenvalue of G̃Ω−avg. Since γ is a pertur-

bation of 1, in the limit that the perturbation goes to 0, G̃Ω−avg would acquire 1 as a degenerate

eigenvalue, thus γ cannot be an eigenvalue of G̃Ω−avg.

Thus, Eγ is not an eigenvector of L0 and hence

⟨⟨B0|Eγ = 0. (6.95)

This equality implies that

Eγ =
∑
i

∑
j>0

αij |Bj⟩⟩⟨⟨Bi| , (6.96)

for some αij . A depolarization channel Dλmaps ρ → ρ with probability λ and ρ → I/d with

probability 1− λ. As such, in Hilbert-Schmidt space with the basis considered here

Dλ = |B0⟩⟩⟨⟨B0| + λ
∑
i ̸=0

|Bi⟩⟩⟨⟨Bi| . (6.97)

Hence, from Eqs. (6.96) and (6.89) we have that E1+γEγ = Dγ(E1+Eγ). Finally, using this relation

and considering the action of LG,G̃,Ω on E = E1 + Eγ , we have that

LG,G̃,Ω(E) = E1 + γEγ ,

= Dγ(E1 + Eγ),

= DγE ,

(6.98)

which concludes the proof.
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Note that the E in this proposition is not necessarily a completely positive map, and generically

it is not.

6.10 Sampling distributions

In this appendix we present one possible family of sampling distributions (Ω), called the edge

grab sampler and first introduced in [223]. This sampling distribution is designed for sampling from

an n-qubit gate set G containing gates consisting of a single layer of parallel one- and two-qubit

gates, with one-qubit gates from some set G1 and two-qubit gates only between a connected qubits

as specified by an edge list E (that can contain directed edges). The sampling distribution is

parameterized by the mean two-qubit gate of the sampled gates ξ̄. The two-qubit gate density of

an n-qubit layer is simply ξ = 2α
n where α is the number of two-qubit gates in the layer. The edge

grab sampling distribution Ωξ̄ is most easily described by an algorithm for drawing a sample from

Ωξ̄. Drawing a sampling consists of the following procedure

(1) Select a candidate set of edges Ec. Initialize Ec to the empty set, and initialize Er to

the set of all edges E. Then, until Er is the empty set:

1.1 Select an edge v uniformly at random from Er.

1.2 Add v to Ec and remove all edges that have a qubit in common with v from Er.

(2) Select a subset of the candidate edges. For each edge in Ec, include it in a final edge

set Ef with a probability of nξ̄/(2|Ec|) where |Ec| is the total number of edges in Ec. If

nξ̄/(2|Ec|) > 1 construct a new edge set sample Ec.

(3) Construct the sampled gate. The sampled gate G ∈ G is then constructed by adding a

two-qubit gate on each edge in Ef and for all remaining qubits independently and uniformly

sample a single-qubit gate from G1 to include in G.

The expected number of two-qubit gates in G is nξ̄/2, so this sampler generates an n-qubit

layer with an expected two-qubit gate density of ξ̄. One useful property of this sampling is that
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the probability of sampling any particular n-qubit gate G is non-zero for every G ∈ G (except if

ξ̄ = 0 or ξ̄ = 1). Finally, note that the edge grab algorithm is invalid if nξ̄/(2|Ec|) > 1 for any

possible candidate edge set Ec. For an even number of fully-connected qubits, ξ̄ can take any value

between 0 and 1. But for any other connectivity the maximum achievable value of ξ̄ is smaller. In

our experiments, we set ξ̄ = 1
8 . This is an achievable value of ξ̄ in the edge grab algorithm for all

the processors that we benchmarked.



Chapter 7

The Impact of Markovian Errors on Random Circuits

7.1 Abstract

In addition to the characterization of quantum gate sets, an important task for understanding

the performance of quantum computers is the characterization of quantum circuits. In general, this

is a challenging problem to solve efficiently, given the complexity of arbitrary circuits. In this work,

we make progress towards a solution of this problem by studying the impact of Markovian errors on

random circuits, paying careful attention to Hamiltonian errors. By considering the factorization of

a noisy circuit into a perfect circuit composed with a noise process, we find a perturbative expression

for the survival probabilities of the circuits we study. From this expression we learn the precise way

in which the gate set errors impact the deviations of the circuits from their ideal behavior.

7.2 Introduction

It is relatively unknown how errors, especially coherent errors, affect the success probabilities

of quantum circuits. Ensuring that circuits have high success probabilities, in turn, is necessary for

reliable quantum computation. For these reasons, developing detailed models of how errors affect

the success probability of quantum circuits is one of the most important next steps in quantum

characterization. One simple technique for characterizing quantum circuits is to first assess indi-

vidual gates in a gate set, and then to use those errors to predict properties of circuits constructed

from them, such as the success probability. While this idea is simple, even its best answers provide

surprisingly little insight and place a large burden on experimental efforts. Bounds using the dia-
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mond norm are often overly conservative, and rough heuristics such as multiplying the fidelities can

fail to take advantage of circuit structure. As a simple example, coherent errors, if known precisely,

can often be echoed away.

In this paper we further develop this line of research. To do this, we will constrain our model

of errors and circuits. Despite this restriction, we will still be able to observe several interesting

behaviors, and understand general features of the structure and strength of the noise. The first

restriction will be to Markovian errors. In the case of a single gate with an error model that

consists solely of Markovian errors, there are at least two natural ways to represent errors that are

equivalently expressive. These are pre- and post- circuit factorizations [244]. These factorizations

have the advantage of being interpretable, since they model the action of the imperfect operation

as being the perfect operation composed with an error process. For circuits, such a decomposition

is also desirable for the same reason. In this work, we will consider the post-circuit representation.

For certain kinds of circuits, finding this decomposition may be easier than for others. Specifi-

cally, random circuits have been shown to scramble errors, causing cancellation, and producing error

channels that can be effectively stochastic and even depolarizing. Circuits with repeated elements,

such as those used for amplitude amplification in Grover’s algorithm, may additionally amplify co-

herent errors resulting in post-circuit error channels that may themselves be coherent with similar

structure to the original gate’s error channel. Other circuits yet, such as error correction circuits,

will in general be more complicated.

To circumvent some of the challenges of analyzing specific circuits, and to take advantage of

many of the properties of random circuits, many theoretical and experimental works use randomized

compiling techniques [245] to simplify the structure of the noise channels in a circuit. Randomized

compiling refers to the introduction of classical randomness into a quantum circuit in such a way that

non-stochastic errors are converted into nearly stochastic ones. Randomized compiling, however,

remains undesirable for two related reasons. First, it fails to take advantage of the coherence of

quantum systems, in the sense that coherent errors can be echoed away if understood precisely.

Second, in ignoring the coherence of the errors and converting them into stochastic errors, the error
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rate of the circuit is in general increased.

In this paper, we study in detail the propagation of small, Markovian errors through a class of

random quantum circuits that are similar to, but more general than, those used in direct randomized

benchmarking (DRB) [246]. After introducing the required technical background, we will prove a

few interesting technical results about the leading order contributions to the effective error rate of

these circuits. We will conclude by analyzing the family of DRB experiments that draw from the

two-gate gate set consisting of RX(π/2) and RY (π/2).

7.3 Errors, Gate Sets and Gauge in Quantum Circuits

In this section, we provide the necessary definitions and background for the rest of the paper.

We start by defining a quantum circuit. A quantum circuit is a program for a quantum computer

described as a sequence of layers. A layer is a collection of quantum gates on one or two qubits to

be applied simultaneously. A quantum gate is generally described by a unitary operator that acts

on a vector in the Hilbert space spanned by the states of the qubits in the quantum computer, and

computing the success probabilities is done via Born’s rule, the details of which will be assumed to

be known by the reader.

In general, a quantum computer will have imperfections and to model these imperfections

we describe quantum gates with completely positive trace preserving (CPTP) maps, which are

an equivalent description to using Kraus operators for open system dynamics. While the unitary

description of the ideal quantum gates is a bounded operator acting on the Hilbert space of states of

the quantum computer, the CPTP maps are instead maps on bounded operators themselves. This

space is known as Hilbert-Schmidt space, and vectors in this space are denoted with double angle

brackets | ·⟩⟩.

In addition to imperfect gates, the state preparation and measurement will also be imperfect.

To model imperfect state preparation and measurement (SPAM), we write ⟨⟨Ei| and |ρj⟩⟩ [246].

The advantages of moving to this superoperator space is that quantum gates act as linear operators

on the states, and the probabilities associated with the different measurement outcomes are given
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by inner products with the SPAM effects ⟨⟨Ei| . We call the collection of gates and SPAM effects

available to a quantum computer a gate set.

We will use ⟨⟨0| and |0⟩⟩ to mean the measurement of the zero state and the preparation

of the zero state respectively and {Gk} to denote a gate set. A circuit C, consisting of gates as

well as a measurement effect Ei and state preparation ρj , therefore has associated with it a success

probability pij given by

pij = ⟨⟨Ei|C|ρj⟩⟩ = ⟨⟨Ei|Gkn ...Gk1 |ρj⟩⟩, (7.1)

where the indices k1 through kn index into the gate set.

When the gates are noisy, as considered in this paper, the probability will instead be given

as

p̃ij = ⟨⟨Ei| C̃|ρj⟩⟩ = ⟨⟨Ei| G̃kn ...G̃k1 |ρj⟩⟩, (7.2)

where G̃ is meant to represent an imperfect implementation of G.

In particular, in this paper, we will consider the specific noise model of Markovian errors, and

so we are able to express G̃ as

G̃ = GeL, (7.3)

for an error generator L. Characterizing gates in this way, as a perfect gate composed with an

error process is a convenient way of understanding errors in quantum gates. Therefore, in this

paper, we are interested in the related question of how to understand quantum circuits as perfect

circuits, followed by error processes. Unfortunately, the general difficulty of characterizing circuits

is further confounded by a gauge degree of freedom. To introduce what we mean by a gauge degree

of freedom, we first need to give some representation of the gates in our gate set. Because our errors

are Markovian, we can choose our particular representation as the Pauli transfer matrices [245].
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As discussed in [245], such a process eL can be expressed as

eL =



1 0T

m R


, (7.4)

where the top row of all trace-preserving (TP) error maps is fixed to {1, 0, 0, 0, · · · } and the remainder

of the first column, m, describes any deviations from unitality.

Error generators, L, as introduced in Eq. (7.3) are discussed in detail in [244] and are the

logarithms of error processes. Thus unitary error processes can be generated by Hamiltonian error

generators, while stochastic error processes can be generated by stochastic error generators. The

classification is in general more complicated, and for this paper it will suffice to give a short in-

troduction of the relevant sectors of error generators. Returning to the taxonomy in [244], the H

sector is most familiar from the Von Neumann equation and is given by Hermitian operators that

act via commutation

HP (ρ) = −i[P, ρ], (7.5)

while the stochastic generators are given by

SP (ρ) = P (ρ)P − ρ, (7.6)

where P is a Pauli matrix in both equations. The stochastic errors appear as diagonal elements in

the transfer matrix representation.

The final class of errors which we will talk about are active errors. These generate parts of

non-unital errors, such as amplitude damping, and have the specific form

aPQ(ρ) = i(PρQ−QρP +
1

2
{[P,Q], ρ}), (7.7)

for Pauli matrices P , Q. To gain intuition for these errors, note that we can express a small

amplitude damping channel, Γ1→0(ρ) as

Γ1→0(ρ) = esx+sy+ax,y |ρ⟩⟩. (7.8)



147

Figure 7.1: On the left, the circuit has three layers, with errors (denoted as E1 and E2) after each of
the first two layers. It is possible to factor the errors to the right hand side of the circuit (the third
layer), but the errors will in general be transformed. This is denoted on the right with the error E ′

12

after the third layer of the circuit.

It then becomes clear, upon writing out each circuit, that there is a gauge degree of freedom

given by any invertible matrix M , which we call a gauge transformation. The probabilities in

Eq. (7.1) transform as

pij = ⟨⟨Ei|MM−1Gkn ...Gk2MM−1Gk1MM−1|ρj⟩⟩, (7.9)

so that the gates in the gate set transform as G → M−1GM and the SPAM effects transform as

⟨⟨Ei| → ⟨⟨Ei|M and |ρj⟩⟩ → M−1|ρj⟩⟩. Because these gauge transformations do not affect any

observable quantities, like the survival probabilities discussed in this paper, they are themselves un-

observable and unphysical. Because of this, directions that are variant under these transformations

are also not physically well-defined directions. We call directions which are first-order gauge in-

variant directions - directions that remain the same under gauge transformations - FOGI directions

[247]. For a local quantity on the tangent space to be physical, it must be supported on the FOGI

subspace.

In particular, consider a gauge transformation M as before. A function is first-order gauge

invariant at 0 if

D
(
f(G̃all )

)
|g=0g = D

(
f(G̃all (M))

)
|g=0g, (7.10)

where D is the derivative, and g is a vector that parameterizes the errors on the gate set.

7.4 Error Factorization in Quantum Circuits

As we have discussed, a common method for understanding the impact of errors on a gate

is to factor the noisy gate into an ideal gate followed by an error channel. In Sec. 7.3 we have
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given an explicit example of this in Eq. 7.3 for the Markovian errors we consider in this paper. In

this section we will introduce and discuss the generalization of this idea to factoring errors out of

quantum circuits. An example of this is shown in Fig. 7.1, with the errors denoted as Ek, with k

denoting the layer of the error and E ′
k with the prime denoting the error having been factored to

the end of the circuit. For the errors discussed in this paper it is always possible to factor the errors

to the end of the circuit, but they will in general be modified. Formally, for any noisy circuit C̃ as

before, we have

C̃ = G̃kn ...G̃k1 = GknEn...Gk1E1 = CE ′ (7.11)

where we have defined E ′ := C†GknEn...Gk1E1. A strong motivation for such a representation is given

by quantum error correction [248]. While this is not the topic of this paper, we elaborate on the

idea to highlight the similarities to our problem. The noisy gate model of quantum error correction

considers the circuit and the error correction circuit as consisting of faulty gates. Thresholds for

this model, while potentially complicated to compute, are the most accurate. The channel coding

model is used largely in quantum information, and considers the computation being error-corrected

to be a channel, and the error correction circuit’s syndrome extraction to introduce no errors. This

model, while unphysical, is equivalent to the first model in expressive strength if we can factor the

errors out of the circuit, and has the advantage of being simpler to work with.

While this is a single important example, such an error factorization technique would find

utility in nearly every area of quantum information science where noisy quantum circuits are studied,

such as in metrology or characterization. This is due in part to the interpretability of the model.

By factoring the error to the end of the circuit, it is physically intuitive to tune parameters of the

noise model and understand their effect as corrupting an otherwise perfect circuit. In the remainder

of this section, we discuss how to perform this factorization on a specific family of random circuits.

7.4.1 Factoring Errors out of Random Circuits

Efficiently factoring errors out of circuits can in general, however, be quite challenging. A

cursory analysis would suggest that at least the circuit structure or noise structure must be simple.
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We have chosen a relatively simple noise model in this paper, thus we are now interested in choosing

a simple circuit model. One way to simplify the circuit structure is to consider ensembles of circuits.

To this end, in the remainder of this paper we will consider collections of random circuits.

There are many choices of random ensembles of circuits in quantum information science, such

as matchgate circuits, XEB circuits, RB circuits and more recently DRB circuits [246]. DRB gives

a particularly powerful family of circuits for random circuits as compared to traditional Clifford

randomized benchmarking, since it can in fact consider (almost) any set of gates that generate

the Clifford group, which in turn is precisely the gates that are used by stabilizer error correction

circuits.

The reason we might expect random circuits to make the factorization of errors easier is in

part because they rapidly scramble errors - it is this rapid error scrambling that washes out coherent

errors and generally affects a twirl superchannel (discussed in [246] and the previous chapter, see

Eq. (3)). Intuitively, while a state twirl scrambles the information in a state, a twirling superchannel

randomizes a channel. By considering a Markovian error model, we will see how the DRB error

rates comes from this error scrambling of the Markovian errors.

7.4.2 DRB as Random Circuits

While the theory developed in [246] was motivated by DRB, it encompasses a larger class of

random circuits. The restriction of DRB circuits to Clifford gates is so that a randomly sampled

sequence can be efficiently inverted. However, the analysis itself does not depend on this property,

and can be applied to the fidelity of any random circuit. In particular, we will consider circuits whose

layers consist of gates sampled from a gate set {Gk} given by a sequence asymptotic 2-design [246].

To estimate the fidelity, however, it is necessary to introduce state preparation and measurement

circuits - these circuits in turn will allow us to represent the effective noise in the circuit in a very

simple way. A simple subset of these circuits are those that constitute DRB experiments, however

almost any randomly sampled circuit that composes to the identity is in this class. This is because,

in particular, almost any gate set is universal [249]. It therefore generates a 2-design and thus is
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also a sequence asymptotic 2-design.

To use the work in [246] we will, however, consider DRB circuits and assume that these

circuits have perfect stabilizer preparation, however that work additionally shows that the circuits

are robust to imperfections in this SPAM, and in general, without the SPAM preparation, the form

of the noise is altered to non-uniform stochastic noise. To see this, consider that in [246] the authors

show that the survival probabilities are given as

Sd = ⟨⟨0|LC,C̃,Π(L
d
G,G̃,Ω(I))|0⟩⟩+ δd, (7.12)

where we have fixed the SPAM effects to preparing and measuring in the zero state, which is

possible for DRB, as we will discuss in the remainder of this paper. In this equation, we have used

the L−matrix

LG,G̃,Ω =
∑
G∈G

Ω(G)G(G)⊗ G̃(G), (7.13)

for a gate set G and

LC,C̃,Ω =
∑
C∈C

Ω(C)C(C)⊗ C̃(C), (7.14)

for the Clifford group C and stabilizer circuits C. In Eq. (7.12) we have interpreted these matrices

as operators on the space of process matrices, otherwise known as “super-duper” operators.

The final superchannel twirl comes from the stabilizer preparation in DRB. If we remove this,

as would be the case in truly random circuits, then as mentioned previously, we find that the channel

is in general stochastic. We leave the study of this more general setting to future work. For this

work, we consider the circuits in [246], which give the explicit form of the post-factored noise as a

depolarizing channel Dγ . That is, the circuits can be rewritten approximately as

⟨⟨0| C̃|0⟩⟩ ≈ ⟨⟨0|DγSGin ...Gi1 |0⟩⟩ = ⟨⟨0|DγC|0⟩⟩, (7.15)

where S is the stabilizer preparation. Thus what remains interesting for this work is determining γ.
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7.5 The Impact of Markovian Errors on the Depolarization Rate

The random circuits we consider in this section are characterized by the sampling distribution

Ω, the gate set {Gk} and the error model, which is described by the 3|G| coefficients of the Hamilto-

nian contributions to the error rate. The idea that random quantum circuits, especially over gates

that have some property close to being a two-design, average or twirl errors into a depolarizing

channel is not a new idea. However, the normal intuition that this twirling depolarizes or dephases

coherent errors in a simple way can easily be shown to be wrong. For a single error
∑
αiLi, we

expect that we can twirl the Hamiltonian errors separately so that, for instance, the Hamiltonian

errors hx are sent to stochastic sx errors of order h2x, and so that the Hamiltonian error rates add

in quadrature.

Contrast this with the the gate set we will consider in Sec. 7.5.4, consisting of an RX(π/2) and

RY (π/2) gate on a single qubit. In these random circuits there is a single free sampling parameter,

p, corresponding to the probability of sampling the RX(π/2) gate (with 1 − p being the rate of

sampling RY (π/2)). Intuitively, assuming that coherent errors on the gates add in quadrature, we

would expect a formula for the decay rate rγ , to be

rγ =
∑
j

phjx
2
+ (1− p)hjy

2
, (7.16)

where hjx is the rate [244] of Hamiltonian j errors on the RX(π/2) gate and hjy is the rate of

Hamiltonian j errors on the RY (π/2) gate.

This is a simple linear function in p, and is demonstrated in Fig. 7.2 to be incorrect. Fig. 7.2

demonstrates the survival probabilities of a DRB experiment on these two gates with a hamiltonian

error model given as hyx − hzx on the RX(π/2) gate and hxy + hzy on the RY (π/2) gate. The figure

shows the survival probabilities as a function of p using two methods. First, the points are from

numerically simulating DRB experiments, and fitting the decay constant. The solid line is given by

using the L−matrix theory from [246]. This plot thus shows good agreement between the theory

in [246] and fits from numerical experiments even near the extremal points where the theory is not

proven to be valid from the results in the previous chapter and [246]. The error we have chosen
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that contrasts with our intuition is a relational error [247] and motivates a further understanding

of how precisely Hamiltonian errors affect the DRB decay rate.

Using the theory in [246] we now prove a few technical results about the eigenvalue of the

L−matrix in the presence of perturbative Markovian errors. In particular, in what follows we will

consider an expansion of the form

γ ≈
∑
j

cj
2
j (7.17)

where j ranges over the two gates, and c is the coefficients for the rates j associated with the

Hamiltonian error generators [244]. Because linear terms in these rates are amplitudes, we have

assumed (and it can be shown) that these rates do not enter linearly in the error rate as amplitudes

are not observable. After proving these results, we will look at an example using the ideas we have

developed, to further understand the physics of Markovian errors on random quantum circuits.

7.5.1 Active Errors Don’t Contribute to the Error Rate

In this section, we refer to the representation in Sec. 7.3 of Markovian processes with process

matrices. The top row of all trace-preserving (TP) error maps is fixed to {1, 0, 0, 0, · · · } and the

remainder of the first column, m, describes any deviations from unitality, which arise from and only

from active errors. Because of the zeroes in the top row, any composition of these maps will only

ever have contributions from the first column of the matrix in the first columns.

There is a gauge in which the errors are completely depolarizing, and thus the survival prob-

abilities are given by a trace, since for depolarizing noise the survival probabilities are given by the

fidelity. Because the trace is basis independent, and active errors don’t contribute to the diagonal

elements in the Pauli transfer basis, we find that in the depolarizing gauge the contribution from the

active errors is identically zero - the expression for the survival probabilities, a gauge invariant quan-

tity, is functionally independent of the active errors. Because gauge transformations act as affine

transformations on the vector of active generators, it remains that in any gauge the contribution

from the active generators will be identically zero.

In other words, the contribution to the survival probabilities from the active generators is given
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Figure 7.2: A simple gate set with a single relational error [247]. Intrinsic errors on either gate
increase the decay rate in proportion with the fraction of the gate being introduced. Relational
errors, on the other hand, can form an “inverse arch” - they contribute the most when ratio of gates
is uniform. This is evidence that the errors are truly properties of the gate set, rather than of any
individual gate. This figure also demonstrates that the L−matrix theory is descriptive in this case
despite not being “benchmarking-compatible” [246] near p = 0 and p = 1, giving evidence that the
theory in that work is more reliable than proven in the previous chapter, and is applicable to this
work.
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by a power series. Since the survival probabilities are functionally independent of these generators,

the coefficients in this power series must be zero. A gauge transformation acts only by an affine

shift on the generator values, and thus the power series still evaluates to zero in any gauge.

7.5.2 The Ground Space

We note that the dimension of the ground space of the Hessian is independent of the number

of gates in the gate set. This is because the ground space corresponds to the set of directions in the

vector space of error generators that the DRB error rate is insensitive to, which includes the gauge

directions. This is because we expect that non-trivial randomized circuits will have some sensitivity

to all non-gauge directions. By counting, we see that the physical error directions are an intrinsic

error on each gate, and the relative error between each pair of gates. After the first two gates,

this is set by specifying a relative error to two different gates in the gate set, and a single intrinsic

error, and therefore contributes three physical directions per gate. Thus, after the first two gates,

additional gates add on no additional gauge directions. In the case of two gates, there are three

gauge directions since there are only three physical errors - two intrinsic, and one relational.

To understand this in more detail, we recall that gauge transformations act as affine trans-

formations on the vector of error generators. This is essentially because the gauge transformations

have essentially linear structure, but do not necessarily map 0 to 0. So if you consider (e.g.) the

6-dimensional h vector, then a gauge transformation t does not act as a linear transformation that

maps h → G(t)h where G(t) is a matrix. Instead, it maps h → h + g(t), where g(t) is a vector.

The same is true for the s, a and c vectors. The only way we can be sure that such affine shifts by

g(t) will leave the DRB decay rate r invariant, given the formula r = hTMh, is if every possible

g(t) lies in the kernel of M. Or, to put the other way around, if M = 0 on the subspace spanned

by all “gauge directions” g(t).
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7.5.3 Gauge Action Determines Lower Eigenvalues

In the previous argument we assumed that r = hTGh. In the case of the stochastic sector

we have instead r = sTg +hTGh. Indeed, if the action of the gauge transformations is to produce

affine shifts of the error generators, and the RB error rate is gauge invariant, then we have that

sTh+ hTGh = sT (h+ g) + (h+ g)TG(h+ g), (7.18)

where s is the first-order coefficients for the error generators, h is the v sector of the generators,

and g is the gauge action.

For sectors that aren’t stochastic s = 0 and so for all pairs g, h, generated by gauge group,

0 = gTGh+ hTGg + hTGh (7.19)

Now we find

−sTg = 2gGh+ λhTh (7.20)

for all pairs g, h, where we have written h in terms of its eigenvalue and used the symmetry of G.

h is a normalized eigenvector, so

λ =
−sTg

2gTh+ 1
(7.21)

for an eigenvector h that transforms under a gauge transformation by an affine shift g. Thus we see

that two eigenvalues in the gauge directions are determined by the gauge action on the eigenvectors.

In particular, if s = 0 then the gauge directions correspond to zero eigenvalues.

7.5.4 Example: RX(π/2), RY(π/2)

7.5.4.1 The model

In this section we consider a simple gate set on a single qubit, consisting of RX(π/2) and

RY (π/2). We will consider the Hamiltonian sector consisting of just gate has 3 error generators,

on each gate, hi, i ∈ {x, y, z}. We sample with the distribution Ω = (p, 1− p).
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7.5.4.2 Discussion of Eigenvectors and Eigenvalues

We start with a simple gate set, consisting of a RX(π/2) gate and a RY(π/2) on a single

qubit, with all Markovian error generators, corresponding to the C, A, S and H sectors, for equal

weighting. While we discuss only the Hamiltonian sector in this section for the reasons previously

mentioned in this paper, we numerically verify our full formula from perturbation theory in Fig. 7.3.

We analyze the spectrum of this matrix to see which direction it picks out as special in FOGI

space. We focus on the Hamiltonian sector because

(1) Active errors do not contribute.

(2) Stochastic error contribute trivially at first order.

(3) Pauli-correlated errors, which introduce correlations between stochastic errors, are qualita-

tively similar to stochastic errors.

If we consider the Hamiltonian sector of the Hessian, we find that the three nonzero eigenvec-

tors are supported completely by the Hamiltonian FOGI vectors. The intrinsic FOGI directions are

gauge invariant to all orders, however these three directions are the directions in which the DRB

error rate is diagonal - by describing the system with these error rates, it is possible to additively

and independently compute the error rates. In other words, by increasing one of the error rates, it

is possible to increase the DRB error rate independent of the others. Labeling these directions as

F1, F2, F3, at p = 1/2, these combinations are:

(1) The sum of the FOGI directions,
∑
Fi.

(2) The difference of the intrinsic FOGI directions. F1 − F2

(3) 2F3 − (F1 + F2)

We can interpret the eigenvectors at equal weighting via the random walk discussion given

previously. We do this below:
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(1) The easiest to understand is the bottom eigenvalue. The bottom eigenvalue corresponds

to the direction of least variance in the random walk space. This occurs when there is

cancellation in the trajectories. So rather than coherent cancellation on a single gate, we

are interesting in seeing the expected coherent cancellation on any trajectory. This must be

balanced against the actual error introduced from the axis error.

(2) The top eigenvalue is the maximal variance is the maximal ravine is formed by always over-

rotating, and narrowing the ravine so that the errors can flow more rapidly. Exactly in the

same way that the error can cancel if the relative error is made larger, they can amplify

when the error is made larger.

(3) This leaves one more direction, which is the difference of intrinsic errors. This is of course

the unique remaining orthogonal FOGI direction, and hence we are done. However, it also

suffices to show that this is a local minimum via the following argument. The coefficient

on each must be equal by symmetry. The error rate is proportional to the variance of the

random walk carried out by the gates. By increasing the angle, the errors line up and

therefore the variance is decreased. With the angles at ninety degrees, there is opportunity

for coherent amplification and therefore ballistic trajectory. By decreasing the angle, the

random walk becomes closer to a classical random walk and therefore the variance is also

decreased. Because the error rate is proportional to the variance, this shows that this is a

local optima.

While this decomposition is dependent on the weighting, we might expect that these are

natural from symmetry properties at Ω = (12 ,
1
2), and this give operational meaning to the FOGI

directions. However, any choice of Ω = (p, 1−p) gives, a priori, a physically meaningful operational

definition. We can parameterize this by the sampling distribution, and get the following Hessian

for the Hamiltonian sector of errors.



158

Figure 7.3: We sample 500 random Markovian error models, with leading order errors of size ϵ, for
the RX(π/2), RY (π/2) gate set, at Ω = (1/2, 1/2), and demonstrate that our formula is correct.
The residuals are quadratic, demonstrating that we have the correct formula to first order. The fit
line is proportional to x3/2, demonstrating that the error in our estimate is O(ϵ3/2).
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(7.22)

We plot the spectral properties of this matrix in Fig. 7.4. One immediate strength of this

model which is clear to see from these figures is that we can tune the probabilities to near 0 or 1. In

this limit, the model becomes closer to a more tightly constrained family of circuits, whose errors

consist primarily of over-rotations.

As mentioned, non-zero eigenvectors are supported directly on the (physical) FOGI directions.

In the first three plots, we show the decomposition of the three eigenvectors with non-zero eignvalues

into the their FOGI components. This analysis demonstrates exactly what each quadrature in the

DRB experiment measures, as a function of the sampling distribution.

In addition to this, we plot the eigenvalue of each eigenvector, normalized across all values

of the sampling parameter p in each plot, and give the relative contributions of each eigenvalue in

the final plot. The final plot shows that at the extremal points the lower gap closes at 0. This is

of course obvious - the sole contributing component becomes the divergently large coherent over

rotations on the single gate being sampled.

The middle eigenvector is also particularly interesting, as it measures purely the relational

error at the extremes of the sampling distribution, which naively there should be no sensitivity to.

Moreover, we see that the contribution is opposite in sign at the two extremes, which we can take

advantage of to construct a measure of relational errors, which we have shown previously corrupt

our intuitive notion of average gate fidelity.
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Figure 7.4: Interestingly, in the limit of p = 0 or p = 1, each eigenvector has support on a single
FOGI direction. The largest eigenvalue diverges at the extremal sampling distributions, since in
these limits coherent over-rotations on a single gate can coherently amplify to very large errors.
The smallest eigenvalue, conversely, is seen to have support only on the other gate in the extremal
limits, since these errors appear vanishingly often. Finally, the intermediate eigenvalue is completely
supported by the relational error at the extremal points.
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7.6 Conclusion

In this paper, we have studied random quantum circuits that asymptotically form two-designs.

By assuming a perturbative Markovian error model, we were able express the impact of the noise

on the circuit as a single post-circuit channel. This allowed us to produce intuitive error models

for the impact of physical errors on the performance of the circuit. The characterization of circuits

is an important next step for characterizing quantum computers. Developing techniques, such as

those discussed in this paper, that take advantage of existing gate-level characterizations as well as

the structure of the circuits being studied, are particularly useful. For instance, while conventional

wisdom suggests that Hamiltonian errors should coherently accumulate linearly in the depth of a

circuit, we’ve shown that can be false for simple relational errors [247].

Furthermore, even in the simple example considered in this paper, we have been able to argue

that the entire class of active errors do not change the error rate, and have been able to further

understand how the gauge freedom on a gate set can affect the contributions of physical errors to the

decay rate. Thus the results and example we have worked through in this paper, for this particular

family of circuits and error models, make substantial progress towards the useful characterization of

quantum circuits. In particular, our results also make progress towards the characterization of errors

on error correction circuits, since these consist of the gates used in conventional DRB experiments.

However, this analysis leaves open several interesting further steps. By including a more

complex error model, we may be able to understand the connection between experimental system

parameters, such as the anharmonicity in superconducting transmons, or laser noise in atomic

systems, and circuit survival probabilities. Removing the randomness or idealized SPAM effects

would give a more faithful model of error correction circuits, which would then let us understand the

functional dependence of the performance of error correction on simple, experimentally controllable

parameters. For general algorithmic circuits, we would also like to develop a technique for factoring

the errors out of specific circuit structures or families. This is particularly useful for both designing

diagnostic circuits for characterizing quantum computing systems and for predicting how gate set
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errors will impact specific use cases of quantum computers.



Chapter 8

Summary and conclusions

In this thesis we have explored a wide range of topics, primarily in the subfields of quantum

information that are quantum computation, quantum metrology and quantum characterization. In

the first two sections, our work on quantum computation in both Penning traps and with neutral

atoms demonstrates just some of the challenges associated with trying to perform quantum com-

putations on some technologies that are purportedly scalable. Furthermore, given the fidelity and

performance requirements in these works, we see that near term devices are still in their infancy.

Despite this, in chapter three we propose a quantum error correction experiment that, with

today’s devices, should be able to demonstrate bona fide fault tolerance - a milestone for quantum

information technologies. Chapter four and five give a brief venture into quantum metrology and

show that there is still much work to be done, and opportunities to be found, in using quantum

systems for metrological purposes. By using qubits as sensors for tasks like axion detection and

noise spectroscopy, we find that the rapid detection of signals may be possible. Furthermore, we

have demonstrated the dependence of the maximal performance of a reservoir computer on the

noise the reservoir experiences - suggesting a place where quantum reservoir computing might yield

advantages. These works show that there is still fertile ground to explore in using quantum systems

and devices for more than just quantum computation. We concluded with two projects explor-

ing direct randomized benchmarking. By rigorously defining the properties of direct randomized

benchmarking in chapter six, we were able to leverage those mathematical details in chapter seven

to study the propagation of a simple class of errors, Markovian errors, through a simple family of
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circuits, random circuits.

In all seven of these chapters, we find the same important conclusion - by using ideas in

quantum information to understand physical systems we are able to extract more insight than we

otherwise might. In the case of the last chapters, this is obvious - direct randomized benchmarking

itself is a construction of quantum information. However, for the metrological examples with axion

detection and reservoir computation, as well as for manipulating atomic and ionic systems with

many degrees of freedom, we see that by thinking of the systems as qubits, controlled by gates, we

are able to observe interesting properties of the systems that we may otherwise be blind to.
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